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Dear colleagues and friends,

On behalf of all the members of the board, scientific and organizing committees, I am delighted to welcome you to Toulouse for the 23rd congress of the Molecular Graphics and Modelling Group, where we will celebrate the 40th anniversary of our learned society.

This congress undoubtedly demonstrates the dynamism and vitality of our association. This year, we wanted to open the conference to an international audience, and it is already a success as we will be welcoming nearly 200 participants from 17 different countries, and the lineup of invited speakers is exceptional. We would like to thank Ms. Lucie Delemotte (Stockholm), Noelia Ferruz (Barcelona), and Elisa Fadda (Maynooth), as well as Mr. Siewert-Jan Marrink (Groningen) and Jean-Philippe Piquemal (Paris) for agreeing to share their expertise with us.

Our habits are not lost, we will be gathered to meet, work, dine, and exchange in a friendly and enjoyable atmosphere over the course of three days. The program is dense with 5 plenary lectures, 30 oral communications, and 2 poster sessions, but the topics covered will provide a comprehensive overview of the different fields of molecular modeling. We will also have a roundtable discussion on the opportunities available to young modelers beyond academic careers.

Our congress is by definition multidisciplinary and brings together experts from biology, biochemistry, medicine, chemistry, physics, computer science, mathematics, and statistics, providing them with a unique event to meet every two years. We will have the opportunity to benefit from the latest research and innovations in our field and to discuss the challenges and opportunities we face in our daily practice.

Finally, we will have the pleasure of hearing from the two winners of the GGMM Prize, Merveille Eguida and Jelena Vucinic, who were selected by the GGMM board.

At the end of this congress, the general assembly of the association will be held with the presentation of the moral and financial report, as well as a review of the analysis of responses to the GGMM questionnaire distributed last year to take stock of our community.

I wish you all an excellent congress and hope you will enjoy your stay here with us.

Sébastien Fiorucci,
President of GGMM
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Useful Information

CONFERENCE LOCATION
the GGMM2023 conference will be held at the
Mercure Toulouse Centre Compans hotel
Boulevard Lascrosses, 8 Esplanade Compans Caffarelli
31000 Toulouse

HOTELS

The bedrooms will be split between two hotels:
- hotel Mercure Compans Caffarelli
- Novotel Compans Caffarelli

The two hotels are located 5 minutes away on foot (see the map opposite).
This conference will be articulated around 5 topics

MULTISCALE MODELLING
Modelling approaches combining different resolutions (QM, AT, CG, and beyond) applied on biological systems (protein, lipids, nucleic acids, ..) and their interactions.

INTEGRATIVE APPROACHES
Approaches coupling modelling with data from bioinformatics (co-evolution, seq. alignments, ...) or from experiments (structural biology, biophysics, ...).

METHODOLOGICAL DEVELOPMENTS
Methodological developments to complete or go beyond MD simulations with a special interest to graphics, AI, and tools developments.

MOLECULAR AND DRUG DESIGN
Modelling approaches for the design of proteins (enzymes, ..) or small molecules, drug discovery and screening.

MOLECULAR INTERACTIONS
Modelling biological complexes: protein-protein, protein-ligands, nucleic acids, sugars, ..
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SIMULATING ENTIRE CELLS WITH THE MARTINI ECOSYSTEM

The ultimate microscope, directed at a cell, would reveal the dynamics of all the cell’s components with atomic resolution. In contrast to their real-world counterparts, computational microscopes are currently on the brink of meeting this challenge. In this talk, I show how, based on the Martini ecosystem, we are able to model an entire cell, the JCVI-syn3A minimal cell, at full complexity. This step opens the way to interrogate the cell’s spatio-temporal evolution with molecular dynamics simulations, an approach that can be extended to other cell types in the near future.
Traditional drug therapies suffer from poor biocompatibility and pharmacokinetics, resulting in low efficacy and severe side effects. The emergence of polymer nanoparticles offers new ideas for efficient drug encapsulation with enhanced controlled release\(^1\). However, the success rate of these nanomedicines in clinical trials is extremely low (~5%), with uncontrolled “burst” release and poor drug delivery capacity being a possible trigger. With these current problems in mind, the search for an ideal drug delivery system has become a long-term objective. Coarse-grained molecular dynamics (CGMD) simulations have been introduced as a powerful tool to provide valuable information about the supramolecular arrangement of the polymer chains within nanoparticles and may be of considerable interest to better understand the drug release kinetics.

Two strategies can be followed to encapsulate a drug into polymer nanoparticles, either by chemically linking the drug to a self-assembling polymer chain (so-called polymer prodrug) or by physically co-aggregate drugs with self-assembling polymers (see Figure 1). We first introduce CG model of polyisoprene-based prodrugs in which either a gemcitabine (Gem) or a paclitaxel (Ptx) drug is attached to the polymer by using either a propanoate or a diglycolate linker. Our CGMD simulations provided crucial information concerning the spatial organization of the different components (drug, linker, polymer) of the nanoparticles and revealed that the linker cleavage sites were poorly accessible to the solvent\(^2\). Our theoretical study was further applied to optimized polymer prodrugs with a more suitable linker (diglycolate-TEG). Importantly, our predictions were supported by drug release and in vitro cytotoxicity experiments, which demonstrates that our CG models can guide the design of new polymer prodrug nanoparticles with improved drug release efficiency.

Meanwhile, CGMD simulations were applied to vinyl copolymers with upper critical solution temperature (UCST) property in order to assess the CG model capability to reproduce their liquid-liquid phase separation. The theoretical transition temperature was found with a discrepancy smaller than 10 K to experimental measurements\(^3\). CGMD simulations of either Gem or Ptx were also performed in presence of the vinyl copolymers to further study their encapsulation and drug-loading efficiency. Gem showed extremely high-water exposure and exhibited «burst release» with increasing temperature. Ptx were rarely accessible to solvent due to drug aggregation and complete burial in the nanoparticle core, suggesting poor Ptx release efficiency. These results highly support that coarse-grained modeling can be used as a general and predictive tool for drug delivery applications.
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Microtubules (MTs), mesoscopic cellular filaments, grow by the addition of GTP-bound tubulin dimers at their dynamic flaring ends. They operate as chemomechanical energy transducers with stochastic transitions between phases of growth and shortening upon hydrolyzing GTP to GDP. During this astounding process, known as “dynamic instability”, MTs can push and pull on other cellular compartments. However, we do not yet fully understand exactly how MTs self-assemble and transmit mechanical force. Moreover, physical constraints present within the cell cause MTs to bend and fracture, resulting in intricate collective phenomena such as softening and self-repair, which are still elusive.

Despite the importance of MTs, their highly dynamic nature makes it hard to study their structure and dynamics experimentally. On the other hand, there are no multiscale computational approaches to predict the impact of subtle tubulin changes driven by GTP hydrolysis on the large-scale behavior of MTs. To address this gap, we use atomistic, explicit-solvent simulations to scrutinize the microsecond dynamics of complete GTP- and GDP-MT end models\(^1\). Our findings show that the post-hydrolysis MT end is exposed to higher activation energy barriers for straight lattice formation, which strongly reduces its probability to elongate. To extrapolate this knowledge to real-life timescales, we are now developing a novel coarse-grained model of MT assembly based on the discrete elastic rod representation and parametrized fully ab initio. Overall, our study provides an information-driven Brownian ratchet mechanism for MT self-assembly and offers new insights into the mechanoenzymatics of and force generation by MTs.
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\(^1\) Igaev, M. and Grubmüller, H. Bending-torsional elasticity and energetics of the plus-end microtubule tip, PNAS, 2022, 119(12): e2115516119.
Gram-negative bacteria lipopolysaccharides (LPS) are major players in bacterial infection. LPS is released via formation of outer-membrane vesicles (OMVs) and recognized by Toll-like receptor 4 (TLR4) on host innate immune cells. TLR4 activation is associated with certain autoimmune diseases, noninfectious inflammatory disorders, and neuropathic pain. Therefore, TLR4 has risen as a promising therapeutic target. Nonetheless, structural studies deepening into the full-length TLR4 activation are scarce due to the high complexity of the receptor.

Besides its role in bacterial infection, LPS is also a major player in Antimicrobial Resistance (AMR). AMR is a worldwide health emergency. ESKAPE pathogens include the most relevant AMR bacterial families. In particular, Gram-negative bacteria stand out due to their cell envelope complexity, which exhibits strong resistance to antimicrobials, being a key element the chemical structure of LPS, inflecting the membrane permeability to antibiotics.

In this context, we have addressed the following objectives by means of computational chemistry techniques i) to investigate the implication of the altered permeability in resistant bacteria due to the membrane composition and the chemical structure of the LPS; and ii) to deepen into the molecular recognition events of TLR4 at the atomic and molecular levels to gain insight into its activation and signaling.

To those aims, we have modeled heterogeneous lipid liposomes as OMVs models using coarse-grained MD simulations to capture the role of LPS in the membrane properties and morphology of ESKAPE Gram-negative bacteria. The reported antimicrobial peptides Cecropin B1, JB95, and PTCDA1-kf were employed to unveil their implications for membrane disruption.

Furthermore, we employed molecular modeling techniques to characterize the recognition processes of TLR4 agonist and antagonist modulators, including small molecule modulators, monosaccharide-based synthetic glycolipids with potential activity as vaccine adjuvants, and singular LPSs from opportunistic bacteria, accounting for molecular strategies of host evasion. We have also modeled, by all-atom MD simulations, the most realistic and complete 3D models of the active full TLR4 complex to date, embedded into a model membrane, accounting for the active (agonist) state of the receptor, providing an analysis at both atomic/molecular and thermodynamic levels of the TLR4 assembly.

Our computational studies open promising starting points to observe and predict the activity of new antimicrobial agents able to modulate the bacterial envelope properties, overcoming the AMR problem. Additionally, our work unveils relevant molecular aspects for TLR4 activation and adaptor recruitment in the innate immune pathways, contributing to the discovery of new immunomodulators.
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CO-EXISTING PHASES AND CONDENSATES OF PROMOTER AND GENE CONDENSATES IN COARSE-GRAINED MOLECULAR DYNAMICS SIMULATIONS

ARYA CHANGIARATH SIVADASAN abc, LUKAS S. STELZL abc

A Institute of Physics, Johannes Gutenberg University Mainz, Staudingerweg 7, 55128 Mainz, Germany
B Faculty of Biology, Johannes Gutenberg University Mainz, 55128 Mainz, Germany
C Institute of Molecular Biology (IMB), 55128 Mainz, Germany

The formation of distinct phase-separated condensates of biological macromolecules has been proposed to provide specific regulation in cells. How different condensates with specific biomolecules coexist spatiotemporally and perform distinct functions in cells is not well understood. We study the conditions where phase-separated condensates are actually able to provide for distinct environments either as multiphase condensates or by forming entirely different condensates with coarse-grained molecular dynamics simulations[1]. Here, we are looking at an example of gene transcription process in which initiation and elongation processes may take place in different condensates called the promoter and gene body condensates respectively[2]. We consider the ternary system comprising CTD of RNA Pol II (CTD), Phosphorylated CTD (pCTD), and HRD of (HRD). It is evident from the simulations that CTD undergoes homotypic phase separation, whereas, pCTD or HRD does not show any homotypic phase-separation behavior. However, pCTD and HRD co-phase separate to form a heterotypic condensate that shares an interface with the CTD condensate. We probe into intermolecular homotypic and heterotypic interactions in the mixture which give rise to the specificity of biomolecules in being different condensates. Furthermore, the composition and the charge distribution of biomolecules in different condensates could play an important role in determining the interfacial tension between the condensates which we compute and the formation of different morphology. We investigate how the morphology of multiphase condensates is crucial in providing different domains for specific regulations in cells.
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COARSE GRAINED DYNAMICS IN MOLECULAR SIMULATION: GENERALIZED LANGEVIN EQUATION

HADRIEN VROYLANDT a, LUDOVIC GOUDENÈGE b, PIERRE MONMARCHÉ c,d, FABIO PIETRUCCI e, BENJAMIN ROTENBERG f

a Institut des Sciences du Calcul et des Données, Sorbonne Université, F-75005 Paris, France
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c Laboratoire Jacques-Louis Lions, Sorbonne Université, F-75005 Paris, France
d Laboratoire de Chimie Théorique, Sorbonne Université, F-75005 Paris, France
e Muséum National d’Histoire Naturelle, UMR CNRS 7590, Institut de Minéralogie, de Physique des Matériaux et de Cosmochimie, Sorbonne Université, F-75005 Paris, France
f Physicochimie des Électrolytes et Nanosystèmes Interfaciaux, Sorbonne Université, CNRS, F-75005 Paris, France

Generalized Langevin equations 1 with non-linear forces and memory kernels 2,3 are commonly used to describe the effective dynamics of coarse-grained variables in molecular dynamics. Such reduced dynamics play an essential role in the study of a broad class of processes, ranging from chemical reactions in solution to conformational changes in biomolecules or phase transitions in condensed matter systems.

Using a parametrization based on hidden auxiliary variables 4, we obtain a generalized Langevin equation by maximizing the statistical likelihood of the observed trajectories. Both the memory kernel and random noise are correctly recovered by this procedure. This data-driven approach provides a reduced dynamical model for multidimensional collective variables, enabling the accurate sampling of their long-time dynamical properties at a computational cost drastically reduced with respect to all-atom numerical simulations. The present strategy, based on the reproduction of the dynamics of trajectories rather than the memory kernel or the velocity-autocorrelation function, conveniently provides other observables beyond these two, including, e.g., stationary currents in nonequilibrium situations or the distribution of first passage times between metastable states.
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1 Zwanzig, R., Nonequilibrium statistical mechanics (Oxford University Press, 2001).
3 Hadrien Vroylandt. On the derivation of the generalized Langevin equation and the fluctuation-dissipation theorem EPL (Europhysics Letters), 2022, 140, 62003
4 Hadrien Vroylandt, Ludovic Goudenège, Pierre Monmarché, Fabio Pietrucci, Benjamin Rotenberg. Likelihood-based parametric estimator for memory kernel in molecular dynamics PNAS 119 (2022)
INTEGRATED MOLECULAR DESIGN: RECENT DEVELOPMENTS IN THE SAMSON PLATFORM

STEHANE REDON

In recent years, SAMSON has emerged as a popular platform for molecular design, offering an integrated environment for scientists to model, simulate, and analyze complex molecular systems. This talk will provide a look at the latest developments in the platform, focusing on three advancements: the extension of the data model for coarse-grained systems, new tools for Python development, and the introduction of SAMSON AI, a large language model (LLM)-based assistant.

First, we will explore the extension of the data model, which has been specifically designed to facilitate the modeling of coarse-grained systems. Coarse-grained models are crucial for studying large-scale biomolecular systems, as they enable the simplification of atomic details while retaining essential features of the system. The extended data model allows for efficient representation and manipulation of coarse-grained entities, in particular when preparing molecular dynamics simulations.

Next, we will delve into the new tools available for Python development within the SAMSON platform. These tools are designed to empower researchers by providing a user-friendly interface for scripting and automating molecular design tasks. We will showcase the enhancements in the Python API, including improved documentation, and the integrated Python editor. We will show how, by leveraging these tools, users can create custom scripts, integrate machine learning models, perform complex data analysis, and automate workflows.

Lastly, we will introduce SAMSON AI, an innovative, integrated LLM-based assistant designed to change the way researchers interact with the SAMSON platform. SAMSON AI harnesses the power of natural language processing and machine learning to provide context-aware assistance, making it easier for users to navigate the platform and access relevant information and documentation, set up calculations, analyze results, and create new applications for molecular design.

References

DATA-DRIVEN ENHANCED SAMPLING OF CONFORMATIONAL CHANGES IN MEMBRANE PROTEINS

Membrane proteins engage in cellular communication and do so by cycling between various conformational states. Molecular dynamics simulations provide exquisite resolution insights into these processes but often are too short to be able to resolve full conformational cycles. In this talk, we will discuss how experimental data can be used to enhance the sampling of these conformational changes and construct free energy landscapes of membrane protein activation and gating. Comparing the landscapes obtained under different conditions (ligand-bound, pH, embedded in different membranes, etc...) help rationalize the effect of perturbations at the atomistic level.
EMMIVOX: BAYESIAN INFERENCIE APPROACH TO DETERMINING STRUCTURAL ENSEMBLES USING CRYO-EM AND SIMULATIONS

SAMUEL HOFF*, MASSIMILIANO BONOMI*

* Institut Pasteur, Université Paris Cité, CNRS UMR 3528, 75015 Paris, France

Relatively recent advances in cryo-EM have led to a large increase in the number of high-resolution structures solved and deposited within the Protein Data Bank. However, the way protein models are represented has not kept pace as static single structure models continue to be widely accepted as accurate depictions of proteins despite their underlying conformational heterogeneity and dynamics. While advances in image processing allows for the construction of multiple distinct conformational states directly from raw 2D images, reconstruction of dynamic regions is still challenging1. Particularly, functionally important highly entropic regions of proteins including highly-dynamic side chains, are often averaged out during 3D map reconstruction, resulting in low map resolution and an inability to accurately determine local structures. As biomolecule function is tied to dynamics and structure, understanding these regions is crucial to understanding protein function. Here we present ‘EMMIVox’, a Bayesian inference approach to determining structural ensembles of biological entities by combining cryo-EM data with Molecular Dynamics (MD) simulations. This new tool builds upon previous works and utilizes the metainference approach2,3. EMMIVox, which is able to automatically detect and downweigh noisy experimental data, calculates accurate structural ensembles of proteins and protein complexes including any lipids, small-molecules and ordered water present in experimental maps. Using EMMIVox, we generated single structure models for a variety of high-resolution cryo-EM maps (1.9 Å – 3.5 Å), including membrane proteins and ligand-protein complexes. EMMIVox models outperformed deposited structures in terms of stereochemical descriptors (MolProbity and Clashcore) as well as metrics that quantify how well the model fit the density map (map-model cross correlation and EMRinger). Finally, we determined the structural ensembles of the type 1a tau filament (1.9 Å) and the SPP1 bacteriophage (4 Å) in detail, demonstrating the accuracy of the structural ensemble compared to standard MD simulations. Inference of structural ensembles and their representative populations will have wide ranging applications in structural biology and drug discovery. EMMIVox is available in the Integrative Structural and Dynamical Biology module of the open-source, freely-available PLUMED library (www.plumed.org).
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ON THE AUTOMATIC OPTIMIZATION OF LIPID MODELS IN THE MARTINI FORCE FIELD USING SWARMCG

CHARLY EMPEREUR-MOT, KASPER B. PEDERSEN, CRISTINA CARUSO, MATTIA PERRONE, MARTINA CRIPPA
PAULO C.T. SOUZA, SIEWERT J. MARRINK & GIOVANNI M. PAVAN

After two decades of continued development of the Martini coarse-grained force field (CG FF), further refining the already rather accurate Martini lipid models has become a demanding task that could benefit from integrative data-driven methods. Automatic approaches are increasingly used in the development of accurate molecular models, but they typically make use of specifically-designed interaction potentials that transfer poorly to molecular systems or conditions different than those used for model calibration. As a proof of concept here we employ SwarmCG, an automatic multi-objective optimization approach facilitating the development of lipid force fields, to refine specifically the bonded interaction parameters in building blocks of lipid models within the framework of the general Martini CG FF. As targets of the optimization procedure, we employ both experimental observables (area per lipid & bilayer thickness) and all-atom molecular dynamics simulations, respectively informing on the supra-molecular structure of the lipid bilayer systems and on their sub-molecular dynamics. In our training sets we simulate at different temperatures in the liquid and gel phases up to 11 homogeneous lamellar bilayers, composed of phosphatidylcholine lipids spanning various tail lengths and degrees of (un)saturation. We explore different CG representations of the molecules and evaluate improvements a posteriori using additional simulation temperatures and a portion of the phase diagram of a DOPC/DPPC mixture. Successfully optimizing up to ~80 model parameters within still limited computational budgets, we demonstrate that this protocol allows to obtain improved transferable models, as well as to gain insights on the ability of putative refined CG representations to further enhance the thermodynamic properties of lipid models in Martini simulations.
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Proteins and ligands adapt their conformations to each other upon binding. In the case of G protein-coupled receptors (GPCRs)—the targets of nearly 40% of marketed drugs—the receptors may undergo remarkable conformational changes upon ligand binding. Yet, structure-based drug screening is commonly done with one or few receptor conformations, e.g. experimental structures, AlphaFold2 models or homology models. A large ensemble of the receptor conformations relevant for drug screening is often metastable and inaccessible. This is particularly true for agonists and positive allosteric modulators (PAMs) which exert their activity in a highly dynamic process.

We explore the conformational ensembles of GPCRs using enhanced-sampling MD simulations coupled with biophysical measurements, e.g. NMR and HDX-mass spectroscopy. The approach allows to identify distinct receptor conformations for virtual drug screening. In two studies as showcases here, we investigated biased agonists of the µ-opioid receptor and PAMs of the metabotropic glutamate receptor. Specific receptor conformations were identified and used for virtual screening of new biased agonists or PAMs. In each case, we tested less than 50 compounds to obtain new ligands that are active in vivo (in preclinical mouse models, unpublished data). Given the recent breakthroughs in cryo-EM and AlphaFold2, high-quality structures and models are available for more and more drug target proteins. Therefore, we expect our approach to find wide applications in drug screening.
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WASCO: A WASSERSTEIN-BASED STATISTICAL TOOL TO COMPARE CONFORMATIONAL ENSEMBLES OF INTRINSICALLY DISORDERED PROTEINS

JAVIER GONZÁLEZ-DELGADO, AMIN SAGAR, CHRISTOPHE ZANON, KRESTEN LINDORFF-LARSEN, PAU BERNADÓ, PIERRE NEUVIAL AND JUAN CORTÉS

LAAS-CNRS, Université de Toulouse, CNRS, Toulouse, France.

Institut de Mathématiques de Toulouse, Université de Toulouse, CNRS, Toulouse, France.

Centre de Biologie Structurale, Université de Montpellier, INSERM, CNRS, Montpellier, France.

The Linderstrøm-Lang Centre for Protein Science, Department of Biology, University of Copenhagen, Denmark.

The structural investigation of intrinsically disordered proteins (IDPs) requires ensemble models describing the diversity of the conformational states of the molecule. Due to their probabilistic nature, there is a need for new paradigms that understand and treat IDPs from a purely statistical point of view, considering their conformational ensembles as well-defined probability distributions. In this work, we define a conformational ensemble as an ordered set of probability distributions and provide a suitable metric to detect differences between two given ensembles at the residue level, both locally and globally. The underlying geometry of the conformational space is properly integrated, one ensemble being characterized by a set of probability distributions supported on the three-dimensional Euclidean space (for global-scale comparisons) and on the two-dimensional flat torus (for local-scale comparisons). The inherent uncertainty of the data is also taken into account to provide finer estimations of the differences between ensembles. Additionally, an overall distance between ensembles is defined from the differences at the residue level. We illustrate the interest of the approach with several examples of applications for the comparison of conformational ensembles: (i) produced from molecular dynamics (MD) simulations using different force fields, and (ii) before and after refinement with experimental data. We also show the usefulness of the method to assess the convergence of MD simulations, and discuss other potential applications such as in machine-learning-based approaches. The numerical tool has been implemented in Python through easy-to-use Jupyter Notebooks available at https://gitlab.laas.fr/moma/WASCO
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Nicotinic acetylcholine receptors (nAChRs) are members of the pentameric Ligand-Gated Ion Channel superfamily—a type of synaptic neurotransmitter receptors that is responsible for various cognitive functions such as attention, memory, learning, etc. \(^1\). nAChRs are interesting pharmacological targets as they are related to a variety of neurological disorders \(^2\) and hypothetically COVID-19 \(^3\).

nAChRs are allosteric proteins: their response to neurotransmitters can be potentiated by the binding of positive allosteric modulators (PAMs). \(^4\) \(\alpha7\) nAChR has two types of PAMs: type I PAMs only enhance the response to agonists, while type II PAMs also delay the subsequent desensitization of the receptor.

The main goal of this project is to explore the mechanism of action of distinct types of PAMs from a structural point of view. This knowledge would open the door to the allosteric drug discovery for \(\alpha7\) nAChR.

First, to study the functioning of the receptor in the absence of PAMs, we performed molecular dynamics (MD) simulations of recently published structures of \(\alpha7\) nAChR \(^5\). These structures represent the receptor in its three distinct conformational states: active, resting and desensitized. Active state structure possesses an open ion channel, while structures of resting and desensitized states have a closed ion channel. We modelled the physiological environment and performed 300 ns all-atom MD simulations in three independent replicas for each structure.

Analysis of these simulations revealed an unexpected behaviour of the desensitized state structure. This analysis suggests that this structure is capable of local spontaneous transitions between open-like and closed-like conformations at the level of the ion channel. At the same time, the rest of the protein stays in the desensitized conformation.

We hypothesized that the delay of the desensitization, which is distinctive of type II PAMs, could be related to the stabilization of the desensitized conformation with an open channel. To validate this hypothesis, we performed the same MD simulations for \(\alpha7\) nAChR structures bound to different PAMs. These structures are obtained in collaboration with the group of Dr Ryan Hibbs (University of Texas Southwestern Medical Center).

The overall conformation of these structures is consistent with the desensitized conformation. Furthermore, during the simulation, the structures bound to type II PAM keep the ion channel open, while structures bound to type I PAM remain closed, which is coherent with our hypothesis.
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\(^1\) Cecchini M, Changeux JPP. The nicotinic acetylcholine receptor and its prokaryotic homologues: Structure, conformational transitions & allosteric modulation. Neuropharmacology. 2015, 96(PB):137-149.
MEDICINAL AND COMPUTATIONAL CHEMISTRY SYNERGY AT EVOTEC

LIONEL COLLIANDRE, CHRISTOPHE BOLDRON
Evotec SE, Molecular Architects, Integrated Drug Discovery, Campus Curie, 195 Route d’Espagne, 31036 Toulouse

Drug design is evolving thanks to the significant increase in the amount of data and computing power as well as the development of cutting-edge in silico technologies including AI/ML. To transform these major developments into drug research accelerator, Evotec has created two main entities, namely in-silico R&D and Molecular Architects which optimally integrate AI methods’ developers and, computational & medicinal chemists by background.

In this presentation, we will highlight the synergy of these trained and skilled profiles to apply advanced and integrated design as part of rapid data-rich Design Make Test Analyse (DMTA) cycles.
I will discuss our strategy for high-resolution molecular dynamics towards biophysical applications. As I detail the various protein targets that are currently under study, I will show how the newly developed multi-GPUs version of the Tinker-HP software [1,2] can accelerate high-resolution molecular dynamics simulations. Indeed, thanks to adaptive sampling and new generation many-body polarizable force fields such as AMOEBA, long (µs) molecular dynamics simulations at enhanced accuracy become possible.[3] As I detail the currently available other enhanced sampling capabilities of the software, I will give some perspectives about the use of new hybrid physically-driven machine learning approaches [4, 5] for condensed phase molecular dynamics.


A NEW METHOD TO PREDICT CONFORMATIONAL MOTIONS IN PROTEINS
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Even if one could consider the problem of structure prediction as solved for proteins since 2022¹, AlphaFold and RosettaFold still have caveats. Indeed, the prediction of the conformation of mobile motifs remains far from reach from these two programs. One only has to look at the definition of a mobile motif (a sub-structure in the protein that can adopt several stable conformations) to realize that predictions of these structures will remain a big challenge for AI². This is unfortunate since these sub-structures play a major role in protein-protein interactions or in enzymatic reactivity³, and experimental studies sometimes fail to describe the different conformations of a protein. In this talk, we will present a new methodology which aims at predicting the active structure of several enzymes, as well as describing the mechanism of the motion.

We have developed an approach where steered-MD simulations and simulations under constraints allow us to recover the closed conformations of several protein loops by starting only from the open conformation. During the first steered-MD simulations, we follow the evolution of the potential energies of the dihedral angles from the backbone. This provides a general response of the system to an external stress. This response, which is only mildly dependent on the stress (i.e. on the coordinate chosen for the steered-MD), provides information on the strongest point of the system. A second set of steered-MD simulations are then performed where the potential energies of some dihedral angles are set to 0, allowing the system to overcome the energy barrier. Finally, the system is relaxed first with constraints and then with enhanced sampling.

The method we have developed has several advantages. The first one is that we can start from an experimental crystallographic structure with the open loop which is often easier to obtain than the closed conformation. Moreover, the transition from the inactive to the active structure reveals the mechanism of motion, which is not only an important information for understanding the reactivity, but also for bio-engineering.
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Interactions of small molecules with proteins are essential to pharmaceutical research. Indeed, drugs bind to the active site of proteins, in order to prevent or modulate their interaction with their natural ligands. Although in vitro experiments are used to measure the binding affinity of protein-ligand complexes, they remain long and expensive.

Nowadays artificial intelligence methods, and especially deep learning algorithms like convolutional neural networks, are used to develop statistical models that predict the affinity of these complexes\(^1,2\). These neural networks use the 3D structures of protein-ligand complexes to predict the binding affinity of complexes. They are trained on the PDDBbind dataset, which gather the structural information of more than 17,000 protein-ligand complexes, as well as their affinity. Regarding their performance, these models achieve a correlation coefficient around 0.8 on a test set called “comparative assessment of scoring functions” (CASF), but drawbacks of possible bias related to only learning from the ligand structures have been suggested\(^3\). One of the main limitations to improve the statistical models is the lack of structural data, since it requires extensive experimental determination of complexes.

This project aims to improve our ability to predict the affinity of protein-ligand complexes using recent deep learning (DL) methods. To achieve this goal, we have developed a protocol combining DL and molecular dynamics (MD) simulations. Additional structures extracted from MD simulations are used as input for the models. In addition to acting as a data augmentation tool, MD simulations also add temporal information of the protein-ligand interactions that can be used to improve models.

We carried out 10 replicate simulations of 10 ns for each complex in a dataset of 6,300 structures. Therefore, we were able to produce 63,000 simulations. In order to create efficient statistical models by learning from these MD simulations, we developed neural networks able to analyse both spatial and temporal information, like the convolutional LSTM\(^4\). These neural networks combine a CNN able to extract the spatial information from the 3D structures at each time step, while the LSTM keeps track of the evolution of this information over the whole simulation.

We are currently evaluating their performance and expect these neural networks to outperform current state of the art statistical models in the prediction of binding affinity.

**References**


Computational Protein Design (CPD) aims to design proteins with enhanced or new functions and/or properties. Structure-based methods target a function via a 3D input backbone, and aim to find sequence(s) folding onto this backbone. Traditional methods minimize a score function combining the energy of the sequence on the input backbone with specific design constraints related to the precise design objective. However, various generally desirable properties such as expressivity, solubility or hydrophilicity are extremely difficult to capture mathematically in such score functions. Recent deep learning-based methods can implicitly capture these general properties by training on natural proteins. But then, specific design constraints become difficult to enforce with deep learning.

In this talk, we aim to take the best of both worlds by combining two artificial intelligence technologies: automated reasoning, augmented with deep learning. We keep the formulation CPD as the optimization of a pairwise decomposable energy function, but we learn the energy on known protein structures. This energy is then optimized exactly for each protein to design using automated reasoning. We in silico tested the quality of the learned energy function, and found it to outperform state-of-the-art hybrid and statistical functions such as those available in Rosetta or KORP in terms of Native Sequence Recovery, a commonly used metric for CPD. We are currently testing it on applied projects we will briefly present.
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In all-atoms simulations, phenomena that can be observed are limited in terms of time-scale, usually up to a few µs. Slow processes taking place on a longer time-scale are not observable. For example, reorganization of lipids around a protein can not be simulated, and therefore the protein-lipid interactions can not be properly modeled. Here, we develop a method to generate all-atoms configurations of membrane. The diffusion of the lipids within the membrane is not simulated per say, but non-equilibrium molecular dynamics is used to exchange the positions of the lipids in the membrane. With Monte-Carlo exchanges performed with alchemical transformation, different possible configurations of the membrane at the thermodynamic equilibrium are generated. It becomes possible to perform an equilibration of the membrane in all-atoms representation at a reduced sampling cost, and thus get a more precise model of the membrane organization. With the example of a membrane and a peptide, we show that this algorithm successfully equilibrates membranes, and considerably improves our ability to model protein-lipid interactions. In a few hundred nanoseconds only, we reorganize the membrane and reach a thermodynamic equilibrium that would need a few microseconds to be observed in classical Molecular Dynamics.
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EXTREMELY SCALABLE QM/MM MD SIMULATIONS OF THE CANCER-ASSOCIATED IDH1 ENZYME
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We present the first application of the highly scalable Density Functional Theory (DFT)-based mixed Quantum Mechanical/Molecular Mechanical (QM/MM) Molecular Dynamics (MD) ‘MiMiC’ interface\textsuperscript{2} to a problem of pharmaceutical relevance. We demonstrate the large scaling (almost up 30,000 cores on the JUWELS supercomputer) of this code for the investigation of the chemical reaction performed by the human IDH1 enzyme, whose variants have emerged as excellent therapeutic targets for glioma, glioblastoma and acute myeloid leukemia.\textsuperscript{3,4} The system is split into 142 QM atoms and ~130,000 MM atoms, where we show that MiMiC allows us to reach the timescales (5.4 ps/day for BLYP and 0.24 ps/day for B3LYP) required to accurately map the free energy of catalysis of this enzyme, providing an accurate description of the transition state. This may be used for the rational design of transitions state analogues inhibitors, which bind many times stronger than current substrate analogs.\textsuperscript{5} This procedure could have a huge impact on computational drug design workflows in the coming years.
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Identifying potential drug candidates, also called hit discovery, is the first and most critical step from a drug discovery campaign. Often achieved by virtual screening, large chemical libraries (~10^6 ligands) are docked into the target protein in order to narrow down a vast pool of compounds to a more manageable set of potential hits that can be further evaluated. This strategy has led to some success over the last two decades 1. However, with the advent of make-on-demand ultra large chemical libraries 2, the size of the possible chemical search space has increased by orders of magnitude (~10^9) leading the deployment of traditional virtual screening methods prohibitively long and costly 3. In order to address this limitation, we have developed a proprietary solution called DockAI, for a highly effective AI-based method for virtual screening of ultra large scale databases of virtual compounds. DockAI is a fast and low cost method. It is based on an active learning approach, which allows us to identify the most promising compounds for further evaluation by docking a small fraction (typically <1%) of the database. DockAI iteratively samples the database and uses the results of each docking round to guide the selection of the next set of compounds to be docked. This approach allows ultimately to converge on the most promising candidates and efficiently identify novel hits. Combining this with another of our approaches to generate molecules by designing de novo synthesizable (virtual) molecules based on available building blocks and chemistry that are not constrained by any database, allows exploration of a previously unexplored chemical space and discovering novel and highly active compounds that were previously unforeseen. DockAI outperformed Schrodinger’s comparable approach on a dataset of Dopamine receptor (D4) compounds (n~140 millions): DockAI retrieved ~75% of the hit molecules after docking only 1 million compounds, demonstrating the efficiency of our method. DockAI has been successfully used in real-world projects and is deployed on AWS enabling us to speed up the process and to provide results of our screening campaigns within 24 hours.
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Artificial Intelligence (AI) methods are emerging as incredibly compelling tools in fields such as Natural Language Processing (NLP) and Computer Vision (CV), impacting the tools and applications we use in our daily lives. Language models have recently shown incredible performance at understanding and generating human text, producing text often indistinguishable from that written by humans. Inspired by these recent advances, we trained a language model, ProtGTP2, which effectively learned the protein language and generated sequences in unexplored regions of the protein space. A desirable critical feature in protein design is having control over the design process, i.e., designing proteins with specific properties. For this reason, we trained ZymCTRL, a model trained on enzyme sequences and their associated Enzymatic Commission (EC) numbers. ZymCTRL generates enzymes upon user-defined specific catalytic reactions, thus enabling conditional de novo design of biocatalysts. Our preliminary experimental data shows remarkable success, with high expression rates.
Fibroblast Growth Factor Receptor 3 (FGFR3), belonging to the tyrosine kinase receptors family, plays a pivotal role in regulating cell growth and differentiation. Various mutations of this receptor have demonstrated its implication in several bone pathologies such as achondroplasia – the most frequent form of dwarfism. Therefore, some years ago, the hypothesis that the inhibition of the kinase domain of FGFR3 could counteract dwarfism was posed. To this extent, the use of Infigratinib, that target the ATP binding site of FGFR3, is recently entered the third phase of clinical development.

Recently, biologist collaborators identified a specific mutation in the kinase domain of FGFR3 (N540K) that worsened the development of dwarfism. Given the fact that the N540K mutation is neither located in the catalytic site nor the activation loop, a computational study was realized to lead deeper understanding of its specific role. In this sense, molecular docking, molecular dynamics (MD), Gaussian-accelerated MD, and free energy determinations through umbrella sampling were engaged.

Visualization and structural analysis highlight an original role of a loop in FGFR3 that stabilizes the interaction of Infigratinib. Interestingly, when the asparagine is replaced by lysine for the mutant a specific electrostatic network with the charged residues appears and favors the approach of the protein loop toward Infigratinib. Structural properties of the N540K mutated version of FGFR3 exhibit a distinct configuration favoring interaction with specific ligands, thus opening new developments of inhibitors with better selectivity for this receptor.
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CONFORMATIONAL DYNAMICS OF CHOLINE IMPORT MEDIATED BY A BACTERIAL MEMBRANE TRANSPORT PROTEIN.
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**Background:** LicB is a bacterial membrane transporter that plays a crucial role in choline-mediated decoration of bacterial cell wall teichoic acids & lipopolysaccharides, which contribute to virulence features, antibiotic resistance, & evasion of host immune system in S. pneumonia. Invitro studies involving inactivation of the licb gene, lead to nonviable S. pneumonia suggesting the therapeutic potential of targeting LicB. Although it is suggested that LicB uses the alternate access model for choline import, the exact mechanism by which LicB imports choline into the bacterial cytoplasmic space is unknown. Currently, we have Cryo-EM & X-ray crystallography structures of LicB in the outward open state & occluded state with choline bound1.

**Objectives:** Our objective is to explore the conformational dynamics of LicB during the choline import by reconstructing the free energy landscape of LicB to explain the thermodynamics & kinetics of the transport cycle.

**Methods:** To achieve our objective, we will define collective variables that can accurately differentiate between the various conformations of the protein during the transport cycle. We will use biomolecular simulations coupled with enhanced sampling techniques to explore the phase space of the transport cycle. Using non equilibrium simulation techniques like steered molecular dynamics (MD) & targeted MD, we will generate intermediate states, such as the inward open conformation. We will use Markov state modelling & transition path sampling to explore the kinetics of the conformational changes2.

**Results:** Our 1 μs long unbiased simulations of LicB in both the outward open & occluded states within a lipid bilayer mimicking the composition of S. pneumoniae membrane helped us identify the appropriate collective variable. Using non-equilibrium simulations like steered MD & targeted MD, we generated the outward open conformation bound to choline & inward open conformation which were not yet identified experimentally, from an initial occluded state.

**Conclusion:** We will continue extending our simulations using experimental structures & those generated using non-equilibrium simulations to sample the phase space thoroughly & reconstruct the free energy landscape of the transport cycle to explain the mechanism of LicB-mediated choline import. Further, we will use Markov state modelling to explain the kinetics of the conformational changes during the choline import process. Our work will shed light on the mechanism of choline import by LicB & pave the way for the development of novel antibiotics targeting LicB.
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G-protein coupled receptors (GPCRs) are membrane proteins responsible for signaling transduction in many relevant biological processes. Signaling is regulated by ligand binding in the orthosteric binding pocket. Agonist ligands bind the receptor and trigger its signaling, while antagonists and inverse agonist inhibit it. The β2 adrenergic receptor (ADRB2) is one of the most relevant targets for drug discovery in the GPCR family. β2-agonists have been used to treat respiratory diseases, like asthma and COPD, while the binding of antagonist is generally linked to off-target effects.

Binding information from crystallographic structures have been used to rescore or filter the results of protein-ligand docking. Combining experimental information with in-silico calculations allowed to distinguish active from inactive molecules, and agonists from antagonists. Such approach, while successful, is limited by the static nature of crystallographic data. We propose a new method based on the dynamic interactions between the receptor and a reference ligand, to improve the search towards ligands with a specific pharmacological profile.

Molecular dynamics (MD) simulations were used to study the interactions formed by the reference ligand with ADRB2. Machine learning, specifically one class classification, was used to extract relevant binding information from the simulations.

The models were trained to recognize binding patterns comparable to the ones observed in the simulations, while discarding anomalous ones. The method was tested on small datasets containing well characterized agonists, antagonists, and inactive molecules. Docking was performed on an ensemble of structures extracted from the simulations. Each docking pose was classified by the models as reference-like or not. Properly trained models were able to clearly distinguish between agonist, and antagonists and inactives.

The proposed technique is applicable to other targets, especially other GPCRs, to post-process docking results. The trained models select only ligands presenting a binding mode comparable to the reference ligand, thus discarding ligands without the desired pharmacological profile.
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Mutations occurring in p53 proteins have been demonstrated to disrupt their tumor suppression functionality. Research efforts have been directed towards the restoration of p53 functionality as a potential cancer treatment. One of the most frequently occurring mutations is Y220C, which impairs the physiological functioning by destabilizing the protein. In this study, our objective is to design a high affinity nanobody towards p53, binding in such a way to stabilize the structure of p53 and recover its function.

First, we studied the effects of Y220C mutation. We performed 2μs of MD simulations of the monomeric p53 WT and of its mutant Y220C (highlighted in Figure 1a) to investigate the structural changes induced by the mutation. Our results suggested increased flexibility in L1, H1/S5 loop, and in S7/S8 loop. Additionally, helix H2 has been observed to lose its helicity as a result of the mutation.

Considering that p53 functions as a tetramer, we identified binding regions far from the p53 tetramerization interface (highlighted in Figure 1a). On those regions, we docked with HADDOCK a series of nanobodies (VHH, Figure 1b) with varying length of CDR3 (between 7 and 18 residues). The resulting poses were initially visually screened based on the binding interfaces, in order to identify the optimum CDR3 length and they underwent 250ns of MD simulation to assess the VHH/p53 complex stability.

Then, selected starting p53/VHH complexes (Figure 1c) underwent PARCE-based optimization to increase the affinity of the VHH. PARCE iteratively performs single point mutations on the three CDR residues, followed by minimization and by 30ns of MD simulation. The trajectory is then scored with various scoring functions (namely BLUUES, EvoEF2, PISA, and MMPBSA), to assess whether the mutation results in higher or lower affinity. If the mutation results in better affinity, the mutation is accepted, and the process is repeated until the estimated affinity no longer increases significantly and high affinity VHVs are obtained. These VHVs will be subsequently validated experimentally.

For further optimizing PARCE, benchmark studies are being performed on a set of chain reconstruction methods and available scoring functions with a database of antibody-lysozyme complexes. The information collected from these benchmark studies will be used to improve the efficiency and accuracy of the optimization protocols.
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Schizophrenia is a mental disorder that affects approximately 1% of the worldwide population. Scientists finally developed a hypothesis that may explain the pathophysiology behind this disorder, which is related to the deficiency of glutamate in the brain. Among glutamate targets, in this study we have focused on metabotropic glutamate receptor 5 (mGlu5). However, targeting mGlu receptors selectively is challenging due to their highly conserved orthosteric binding site. To overcome this, an alternative approach was developed which is the use of nanobodies as allosteric modulators. A nanobody is defined as the variable fragment of the heavy chain-only antibody. Its small size and stability under extreme physical conditions make it an interesting therapeutic agent.

This study is based on previous biological data indicating that nanobody Nb5A is a selective positive allosteric modulator of rat mGlu5. The aim of the study is to identify the epitope of NB5A at rat mGlu5 followed by re-epitoping or re-designing of the nanobody to target human mGlu5. Molecular modeling techniques and artificial intelligence algorithms were used such as homology modeling, AlphaFold, IgFold, and ImmuneBuilder to predict the structures of NB5A and rat mGlu5. This was followed by blind rigid-rigid and flexible docking to generate docking poses where two possible epitopes were selected. Among these, only one epitope was identified using molecular dynamics, which was validated through biological experiments.

Finally, the re-eptoping of this nanobody was performed aiming to target both rat mGlu5 and human mGlu5 for therapeutic purposes.

Our study provides insights into the capacity of in-silico approaches and novel artificial intelligence algorithms for epitope identification and re-designing nanobodies for therapeutic purposes.
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On-demand synthesizable screening libraries have been growing very rapidly in the recent years to reach several tens billions of compounds. Exploring such large and diverse chemicals spaces in screenings would enable the discovery of more-potent hits and new scaffolds. But applying physics-based virtual screening methods in an exhaustive manner on such big libraries would be cost-prohibitive.

Here, we introduce a protocol\textsuperscript{1,2} for machine learning-enhanced molecular docking based on active learning to dramatically increase throughput over traditional docking. We will see how such approach enables the identification of the best scoring compounds and the exploration of a large region of chemical space. Together with automated redocking of the top compounds, this method captures almost all the high scoring scaffolds in the library found by exhaustive docking.

The performances of this protocol were assessed on virtual screening campaigns, and we observed it can produce several highly potent, novel inhibitors at a reduced computational cost but preserving the diversity of the experimentally confirmed hit compounds.
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Glucose is probably the most widely known sugar, generally recognized for its role in diet as the fundamental component of starch. Yet, the complexity of sugars in biology vastly exceeds cell metabolism, affecting virtually all aspects of the cell life cycle and of its interactions with the matrix, other cells and with pathogens, such as bacteria, toxins and viruses. The mystery surrounding sugars, less colloquially referred to as complex carbohydrates or glycans, derives from the fact that unlike proteins and nucleic acids, their biological synthesis is not template-driven and that they form highly flexible branched polymeric structures, ranging from one monosaccharide to systems counting hundreds of units. These two characteristics make them largely invisible in structural biology studies. Here I will discuss with you how high-performance computing can provide this missing fundamental information, allowing us to understand glycan structure and recognition, and thus their many biological functions in health and disease.
Background. Protein-carbohydrate interactions are found in multiple essential biological pathways, notably cell adhesion and host-pathogen infection. Unfortunately, due to the chemical and structural variability of carbohydrates and the low affinities of protein-carbohydrate interactions, experimental resolution of protein-carbohydrate interfaces are particularly challenging and protein-carbohydrate interfaces are largely underrepresented in the Protein Data Bank. Therefore, there is an interest in developing accurate theoretical tools able to predict which parts of a protein are susceptible to carbohydrate binding.

Objectives. The aim of this study is to predict carbohydrate binding residues in proteins using deep-learning models.

Methods. We have developed two models: the first uses only information inferred from the protein sequence, while the second also incorporates structural information. In the two models, amino acid features are generated using embeddings derived from the pre-trained protein language model ESM-2\textsuperscript{1}. In the second model, if a structure or a model of the protein is provided, the protein is represented as an amino acid contact graph, i.e. a graph whose vertices are amino acids which are related if the two amino acids satisfy a geometric contact condition. In the first model, we use a convolutional neural network to predict if a residue binds to carbohydrates, while for the latter, we benefit from the data structure to use a graph convolutional neural network.

Results. Both of our models outperform the existing carbohydrate binding residue\textsuperscript{2} and non-specific binding residue prediction tools\textsuperscript{3}. Moreover, using these models, we were able to detect carbohydrate binding residues missed by other methods in some biologically relevant proteins.

Conclusions. The methodology developed here can assist in understanding fundamental biochemical mechanisms, which may also have a major impact in drug design.
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Insects are of major importance for our society, being both beneficial for agriculture and detrimental for human health as pathogen vectors. Olfaction is an essential sense for insects, notably for food and host seeking. In numerous insects, the olfactory receptor family forms a unique class of heteromeric cation channels with two subunits that evolved in opposite directions. The signal-generating subunit (Orco) is extremely conserved across species, while the odorant-binding subunit (OR) diverged to recognize specific ligands present in the environment of the insect. Despite this divergent evolution, ORs have remarkably preserved their ability to interact with Orcos, even from different species. Due to its high degree of conservation, Orco is an attractive target for the development of repellents with very broad-spectrum effects. Recent advances have revealed the homomeric structures of both an «ancient» OR and an Orco without the OR subunits. Unexpectedly, these structures in apo or ligand-bound states did not reveal the pathway taken by the ligands between the extracellular space and the deep internal cavities that have been identified as ligand binding sites in MhOR5. Using a combination of dynamic simulations and structure-function approaches, this article highlights: i) the original molecular entry mechanism of a ligand (VUAA1) into an Orco, which involves a process of dehydration of the compounds; and ii) the ligand binding site of VUAA1 in the Orco. These mechanisms are potentially common to a very large variety of insect species including winged insects.
IONS–RNA/DNA INTERACTIONS: A SIMULATION CHALLENGE
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Ions are present in biological systems and are involved in numerous biological processes, such as RNA folding, enzyme-based rRNA maturation or the catalytic reaction of ribozymes. Properly describing the interactions between ions (Mg²⁺, Ca⁺, Na⁺) and nucleic acids is thus key to study such processes. However, it is very challenging for simulations and these interactions are not properly captured by «standard» force fields, which do not account for electronic polarization, leading to an overestimation of the binding energies between ions and interacting oxygen atoms.

To overcome this, force fields taking into account electronic polarization have been developed. They fall into two families: polarizable force fields, such as AMOEBA or Drude explicitly model electronic polarization; others only implicitly account for polarization through either pair-specific Lennard-Jones or scaled charges (Electronic Continuum Correction) models.

In this work, we first investigate how different force fields capture the interactions between a model system for nucleic acid backbone, dimethyl phosphate (DMP), and magnesium and calcium ions. We show that implicitly polarized force fields are very promising, providing a much improved interaction with no additional computational cost. Second, we focus on a major limitation of ECC that requires a rescaling of the charges of the RNA and/or DNA. Hence, on model sequences, we examine the impact of such rescaling on the nucleic acid conformation, with the goal to develop a scaled charge nucleic acid force field.
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The study of microtubule (MT) mechanics and the pathways involved in the transfer of vibrations between tubulins is crucial to understand how MTs are stabilized within the cell. Indeed, the hierarchical organization of MTs is the basis of their stability, mechanics, and function. MTs mechanics may depend on tubulin interactions, protofilament (PF) number, or the presence of stabilizers such as the anti-cancer drug Taxol. Therefore, this work aims at shedding light on the relationship between MT architecture and mechanics, considering the effect of Taxol and the number of PFs. We employed a multiscale approach integrating all-atom molecular dynamics (MD) simulations, Protein Structure Networks (PSN), and Normal Mode Analysis (NMA) on Elastic Network Models (ENM). All-atom structures of the dimers, at different PF numbers and in presence of Taxol, were simulated in systems representative of the MT wall. Through the PSN, we studied the propagation of vibrations between tubulins within the MT. MTs of lengths between 250 nm and 400 nm were built by fitting tubulin conformations from MD simulations onto an Electron Microscopy Density (EMD) map and replicating them axially with an experimental step. Mechanical properties were then derived by MT vibrational frequencies from NMA of ENM, where residues were connected if closer than 1.2 nm. The results highlight that \( \beta \)-tubulin drives the transfer of vibrations between PFs, information relatable to previous evidence, and that such communication is altered in presence of Taxol. Moreover, Taxol stabilizes the MT by reducing the fluctuations of the tubulin dimer bending angle. At a higher scale, our results revealed that Taxol influences mainly the shear modulus, reflecting the atomistic result that Taxol alters the inter-PFs interaction. Moreover, MTs with different PF numbers were characterized by changes in mechanical properties, with the persistence length being linearly correlated with the number of PFs. Finally, we observed remarkable differences comparing the mechanics of MTs built with tubulins derived from simulations both at the proper wall curvature and at the 13PF curvature, highlighting the importance of the multiscale approach coupling MD with ENM. Taken together, we provide additional information to understand the nanomechanics of MT and how it can be altered to achieve its stabilization, which could be exploited for the development of biomimetic materials and to guide the design of new MT-stabilizing drugs.
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Glycans are ubiquitously present in various organisms and tissues, particularly in the cellular environment of mammals and bacteria. They naturally occur as building blocks in larger biomolecules, such as glycolipids and glycoproteins, and also constitute huge polysaccharides called glycosaminoglycans. Glycosaminoglycans (GAGs), negatively charged sugar polymers located above the cell membrane, form the scaffold of the extracellular matrix. Due to numerous carboxyl and sulfonate groups present along polysaccharide chains, the biological function and binding affinities of GAGs are presumably closely connected to electrostatic interactions with other biomolecules present in the extracellular space, such as ions, peptides, proteins, and lipids. Moreover, given the high occurrence of GAGs and glycans in general, novel drugs can be specifically designed to target unique glycan sequences of pathogens.

Molecular dynamics (MD) simulations are an excellent tool to rationalize the molecular mechanisms of how glycans recognize other molecules, particularly via mostly uncharacterized sulfation-specific interactions. However, most all-atom MD force fields are known to suffer from the inconsistent description of electrostatic interactions due to missing electronic polarizability. This work summarizes our recent efforts to improve MD models of glycans using the “charge-scaling” approach, which accounts for the electronic polarization in a mean-field way. We first compared available MD force fields for glycans and functional groups common for GAGs and elucidated their main problems. Then, we developed implicitly polarizable, charge-scaled models that outperform other force fields in the description of electrostatic interactions avoiding unphysical overbinding and overestimated contact ion pairing. Finally, using newly derived models, we investigated sugar-ion and sugar-peptide interactions as exemplifying electrostatic interactions. On the one hand, we revealed that short arginine-containing peptide sequences have a higher affinity for hyaluronan (the only non-sulfated GAG) compared to lysine-containing peptides, in agreement with the NMR experiments. On the other hand, we showed that solvent-shared ion pairing is the dominant binding mode of calcium cations to sulfonates, the prevailing functional group of sulfated GAGs, which was supported by ab initio molecular dynamics simulations.

Our results highlight that currently available MD force fields for glycans can be notably improved, especially if electrostatic interactions are of interest. Such improvement can be achieved using the bottom-up approach when the principal building blocks are optimized first, and then large-scale biosimulations involving glycan-containing molecules are carried out. The accurate simulation models for glycans are vital for basic research and potential medical applications, including designing novel antibacterial and antiviral therapeutics.
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Protein-ligand interactions are involved in many biological processes, such as protein inhibition or the appearance of ligand side effects. Experimental methods are expensive and time-consuming. To reduce both, industry and researchers use in silico methods as filters to preselect only molecules of interest for further experiments.

One way to do this is to use structure-based molecular docking, a highly complex process, combining spatial and conformational exploration and complex affinity assessment by predicting the free energy of binding. Although molecular docking simulations are less time-consuming than experimental methods, the computational time is not negligible. That is why numerous searches aim at reducing this time by using artificial intelligence (AI) and especially deep learning (DL). In addition, numerous other searches aim to improve molecular docking results by using deep learning.

Indeed, even if scoring is not the most time-consuming part, a better scoring function will allow better molecular docking simulations. Here, we present a new deep learning scoring function: HGScore. This method, designed to study a protein-ligand complex uses the power of the graph representation and graph convolutional neural network (GCNN). Thus, each complex is represented by a heterogeneous graph (a graph composed of two sub-graphs with an additional set of edges connecting them) of the complex's heavy atoms. In addition, all nodes and edges are augmented by a set of physicochemical features: for instance, the atom type, its hybridization for the nodes; the type of covalent bond, and the nature of the molecular interaction for the nodes.

Our method has the originality of splitting the learning regarding the type of binding (covalent protein-protein binding, covalent ligand-ligand binding, atomic protein-ligand interaction, and ligand-protein atomic interaction) by extending the AttentiveFP model. Then we treat the two molecules with another GCNN allowing to produce two distinct fingerprints (two 1D vectors). Finally, our model uses these two fingerprints to produce an affinity score.

Trained on the PDBBind dataset (a dataset of experimental structures and protein-ligand affinities) and tested on the CASF 2016 benchmark, our method achieves a good level of performance, outperforming the classical scoring function (GoldScore or ChemScore) and is among the best AI methods.
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Computational Protein Design (CPD) plays a critical role in advancing the field of protein engineering: it accelerates the delivery of novel proteins that display high specificity, high efficiency and better stability. In its essence, CPD is an optimization problem: using an all-atom energy function and a reliable search method, CPD targets the identification of amino acid sequences that fold into a target structure and ultimately perform a desired function. During my PhD, I proposed the Positive Multistate Protein Design method (POMPd) which simultaneously considers several conformational states of the protein during design. POMPd was validated on environmental, health and fundamental biology applications.

In this talk I will present how we successfully designed an enzyme widely used in industrial bio-refinery processes by improving its thermal stability and catalytic activity but also a stable cysteine-free nanobody scaffold that could be expressed as an intrabody and be stable in the reducing cytoplasmic environment. I will also briefly show how our method was used to reverse-engineer an ancestor of RNA polymerase, a work which provides insights on the origins of life.

Protein cavities are the heart of molecular interactions that trigger and regulate biological processes in living organisms. Supported by the constant augmentation of characterized pockets in three-dimensional (3D) protein structures, methods to assess the similarity between protein cavities have multiple applications in drug design but face many challenges.

We herein propose new methods based on 3D image processing to compare global and subtle patterns in different protein (sub-)pockets. Through prospective applications validated by in vitro biological experiments, we showed how these methods can be used to predict a secondary binding target at the proteome scale, to design target-focused libraries for efficient small molecule hit identification, even in the absence of known binders, while opening perspectives for pharmacophore elaboration and alternative virtual screening strategies.
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G-protein-coupled receptors (GPCRs) are the main family of transmembrane proteins that regulate most of our physiological responses to external stimuli. Therefore, they play a crucial role as therapeutic targets, being the most targeted protein family by approved drugs. Salmeterol and salbutamol are two small-molecule drugs, which are involved in the treatment of pulmonary diseases by triggering the activation of the GPCR β2-adrenergic receptor (β2AR).

In this study, we used coarse-grained Martini 3 molecular dynamics simulations to explore the behaviour of the two agonists in the presence of their target protein, β2AR. Firstly, we performed simulations of the parametrized ligands together with a pure POPC membrane and then, also including the protein model.

Our results show that the ligands exploit the protein surface to change between membrane leaflets and thus, to pass through the membrane more easily. Even though leaflet changes, so-called “flip-flops”, already take place in the absence of the protein, the hydrophilic substituents at the common ring structure of salmeterol and salbutamol provide an unfavourable situation for lipid membrane crossing. We found that the flip-flop frequency raises considerably in the presence of the protein, being 70% the flip-flops on the β2AR surface for salmeterol and 50% for salbutamol, in unbiased trajectories.

To shed light on this phenomenon, we analyzed the ligand flip-flop location on the β2AR surface, finding that the most populated transmembrane domain by the ligands is different from the one where lipid flip-flop is reported in experiments.

In addition, umbrella sampling calculations of the ligand flip-flops were performed along the most populated path, using as initial configurations snapshots extracted from free simulations. The resultant potentials of mean force (PMFs) exhibit a significant drop in the energy barrier of more than 15 kJ/mol with slight differences in both flip-flop directions and between both drugs. Moreover, the free energy calculations were replicated exchanging the ligands to get their PMFs when describing the other ligand’s flip-flop path. Although some distinctions are still found between the two ligands, very similar trends are depicted when the same flip-flop pathway is followed, indicating that the path is the most relevant feature influencing the energetics of the flip-flop.

Our findings provide insights into the mechanism of ligand permeation and could contribute to the design of more effective drugs that require cell permeation.
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APPLICATION OF BAYESIAN OPTIMIZATION IN DRUG DISCOVERY
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Drug discovery requires the exploration of a vast chemical space [1] to find the right compound with desired properties. This is usually achieved through the finding of hit compounds that are latter sequentially optimized toward the expected profile inside a Design-Make-Test-Analyze (DMTA) cycle. The main question in this trial-and-error process is “which compound should I make and test next?”. For any project, the answer to this question depends on the knowledge that has been acquired so far and on the allocated resources.

Bayesian optimization (BO) is an efficient method to perform a “black box” optimization of an unknown objective function [2]. It refers to a sequential strategy that look for the global optimum of the objective function. It is driven by the gathering of new information that will help improve the current knowledge to be used in the next step. The heart of BO is a Machine Learning (ML) model that is trained with the data acquired so far. Then, at each step, new points are selected such as to provide the maximum amount of information over the objective landscape. The objective function is evaluated at these new points and the results are fed back to the ML model. Hence, the process can choose the next points in a better-informed manner allowing a faster exploration of the space toward the global optimum.

BO has been applied to various drug discovery problems: to optimize molecular conformations [3], for the robotic automation of chemical synthesis [4], for hit and lead optimization [5,6]. The molecular optimization is generally performed in the molecular descriptors space. Most molecular descriptors only support an active learning approach where the next compound to make is selected from a pre-defined list. To fully explore the BO capabilities, the ability to convert an optimal set of descriptors into a molecule is required. To do so, BO can be combined with deep learning methods that generate molecular descriptors that can be decoded back into a chemical structure [7].

In analogy with the work of Griffiths et al. [8], we implemented a BO pipeline based on the CDDD descriptors [7]. These descriptor vectors are used in the construction of a Gaussian Process model. The model can be used to guide the design cycle in an active learning loop by scoring a pre-defined list of molecules and/or generating new molecules by decoding the optimal descriptor vector found at each step.

In this poster, we show the retrospective application of our BO implementation on external and internal datasets. We demonstrate the power of the method to explore efficiently the available chemical space leading to the improvement of one or several properties of compounds.
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Protein-RNA interactions are central to a wide range of cellular functions. Nevertheless, the molecular mechanisms involved are still to be understood\(^1\) and protein-RNA binding is less well understood than binding between two proteins. This is reflected by the number of structures present in the PDB which is about 110,000 for protein-protein interactions and about 4300 for protein-RNA interactions. Recently, an AI-based tool, AlphaFold\(^2\), has revolutionized the prediction of protein structures and complexes with high reliability. However, this tool is not yet able to predict interactions between proteins and other molecules. This limitation, together with the small number of protein-RNA interaction structures, makes it necessary to study this type of interaction in order to better characterize and predict it. My work aims at a better molecular understanding of protein-RNA interactions in order to overcome all these limitations. We aim to exploit abundant large-scale omics data to leverage the small amount of available structural data. In the present study, I combined (1) “omics” data on protein-RNA interactions obtained by different techniques \((in\ vivo\ and\ in\ vitro)\) and (2) structural data of complexes from PDB. From the omics data, I identified the most likely RNA binding motifs obtained for each method. In addition, we gathered all the information and combined it to analyze the consistency between the methods as well as to determine the different RNA binding motifs for each protein. The majority of the binding motifs match canonical motifs listed in the database EuRBPDB\(^3\). Overall, we observed that in vitro techniques generated clearer binding motifs. For this reason, I performed subsequent sequence and structure cross-analyses on a subset of data with motifs obtained by in vitro methods, which corresponds to nearly 100 proteins for which about 500 protein-RNA interface structures are available. For this subset, I am currently analyzing how closely the RNA sequence interacting with the protein in the 3D structure matches the omics binding motif. A next step in my work will be to extend the motif analysis to omics data including organisms other than humans. On the longer term, our team aims to develop a computational tool taking omics data into account to predict protein-RNA interaction structures.
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Sac7d is a 7kDa protein belonging to the class of the small chromosomal proteins from archeon Sulfolobus acidocaldarius. Sac7d was discovered in 1974 in Yellowstone National Parks geysers, and studied extensively since then for its remarkable stability at large pH and temperature ranges. Sac7d binds to the DNA minor groove by raising its melting temperature, thus protecting DNA from this extreme conditions 1 2 3. In this study, we analyzed Sac7d-DNA complex using 1μs molecular dynamics simulations to determine which amino acids contributed most to DNA binding. Energy interaction decomposition of the interface was performed using Molecular Mechanics Generalized Born Surface Area (MM/GBSA). We determined that more than 10 amino acids were critical for Sac7d/DNA recognition. The individual contribution of each amino acids to the binding interface was in agreement with previous explorations of the interface. We provide a novel in-depth focus on the DNA energetics consequence of sac7d tethering, with local DNA transitions occurring within the molecular dynamics simulations.
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Electron Transfer within proteins is an essential process for cellular activity. NADPH oxidases are transmembrane proteins the main function of which is the production of reactive oxygen species in many organisms. In the NOX5 isoform, reduction of dioxygen to superoxide ion is carried out, after several steps of electron transfer between redox cofactors (two hemes and a flavin) across the cell membrane. A previous work in our group\textsuperscript{1} using molecular dynamics simulations has addressed the issue of inter-heme electron transfer in NOX5 protein, based on the first experimental structure of a NOX protein.\textsuperscript{2} Our objective now is to study with the use of theoretical chemistry methods the behavior of NOX5 protein and the successive electron transfer steps responsible for its activity.

New experimental structures of NOX proteins\textsuperscript{3,4,5} have recently been determined using cryo-electron microscopy. These structures exhibit quite large deviation from the previous model, which might have an impact on the electron transfer process. In this work we will present molecular dynamics studies of NOX5 protein, modeled in a biological environment (membrane, counter-ions, water) with the use of molecular force fields. The building of the models of NOX5 will be detailed, as well as the analysis of trajectories of several hundreds of nanoseconds, in each redox state involved in the transmembrane electron transfer steps. We will explore the role of the initial atomic positions (based on the 2 types of experimental data) and of the membrane composition.

The structural analysis of these trajectories will be described, as well as the first calculations of electron transfer parameters in the framework of Marcus theory.\textsuperscript{6} Free energy $\Delta G$ of electron transfer and reorganization energy will be shown. Comparison of the various simulations will bring insight on the influence of the different simulation conditions on structural and dynamical properties of the protein and on the electron transfer.
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Malaria remains a major public health problem. In addition to protective measures against the mosquito vector, the sulfadoxine-pyrimethamine (SP) combination is used throughout Africa for the intermittent preventive treatment of malaria in pregnancy (IPTp) and the seasonal malaria chemoprevention (SMC) to prevent malaria in children under 5 years. However, the efficacy of this chemoprophylaxis is threatened by the emergence of mutations in the \textit{Plasmodium falciparum} dihydrofolate reductase (\textit{pfdhfr}) and dihydropteroate synthase (\textit{pfdhps}) genes, which code for the enzymes targeted by pyrimethamine and sulfadoxine, respectively. A new mutation in \textit{PfDHPS}, I431V, was identified in Nigeria in 2007\textsuperscript{1} and in Cameroon in 2010\textsuperscript{2}. This mutation was mainly found in association with 4 other \textit{PfDHPS} mutations forming a vagKgs quintuple mutant. The mechanisms of resistance to sulfadoxine are very poorly studied.

We obtained a complete PfDHPS WT structure from a PfDHPS crystal structure (PDB ID: 6JWQ)\textsuperscript{3} by filling the missing parts with DHPS structure of \textit{P. falciparum} obtained by homology\textsuperscript{4} or that of \textit{P. vivax} (PDB ID: 5Z79)\textsuperscript{5}. Then, 5 PfDHPS mutants of interest, with various combinations of mutations were generated, forming 6 research systems. First, molecular dynamics (MD) simulations were performed with AMBER software, using the ff14SB, gaff and tip3p force fields, for a period of 200 ns. This allows us to study the conformational properties and dynamic behaviour of the enzyme-substrate complexes with natural substrate (pABA) and inhibitor (sulfadoxine). These molecular dynamics trajectories were analysed to compare the substrate binding free energies, which suggest that the vagKgs quintuple mutant has an increased affinity for pABA. During MD simulations, sulfadoxine was released from the active site in all 6 systems.

Based on these structures obtained from the MD simulations, we will perform hybrid quantum mechanics/molecular mechanics (QM/MM) calculations to refine the understanding of the effects of mutation on active site structure and stability, solvent accessibility and charge distribution.
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Synthetic polymers, commonly known as plastics, are durable materials that possess many desirable features, but their high resistance to biodegradability, once considered an advantage, is now one of the main causes of pollution in terrestrial and aquatic environments. Production of plastics have outgrown most man-made materials; however, the management of their end-of-life is very limited [1].

Biodegradation uses the ability and function of microorganisms to convert organic substrates, such as synthetic polymers, into small, low molecular weight fragments that can then be degraded into carbon dioxide and water [2]. However, because of the short time frame since the introduction of plastics and the widespread presence of other carbon sources, in the course of natural evolution there was not a sufficiently strong pressure aimed at the creation of effective enzymes that degrade synthetic polymers [3]. Instead, redesigned, and improved enzymes represent a promising machinery for treating waste.

In the presented study we have aimed to find and learn about enzymes capable of degrading polyurethanes (PUR), which are a group of commonly used synthetic polymers. We have focused on studying the degradation of a model PUR, Impranil DLN, produced by Covestro. We applied modern computational techniques, including molecular docking, molecular dynamics simulations, protein-ligand interaction analysis and computational enzyme design.

The results allowed us to learn about the molecular aspects responsible for the recognition and binding of polymer chains by enzymes. We were also able to map in detail the amino acids which participate in the binding of PUR fragments to the enzyme surface, as well as those that interfere in the adsorption process. The knowledge gained in this study is then used to propose mutations on the surface of the selected PUR-biodegrading enzyme. Such mutations aim to enhance the model PUR's affinity to the binding site, and thus hopefully increase enzyme's activity. Increasing the affinity of ligands by modifying the surface of the enzyme is an important step in the design of enzymes capable of degrading plastics, as the adsorption process of synthetic polymers is often the rate limiting step of the entire process of enzymatic degradation.

Acknowledgement: This work is financed by Diamond Grant No. 0169/DIA/2020/49, Campus France and INSA Toulouse. This work was granted access to the HPC resources of the Computing meso-center of Région Midi-Pyrénées (CALMIP, Toulouse, France).
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Proton-coupled electron transfer (PCET) plays an important role in diverse biological processes, involving organic or organo-metallic cofactors. Prominent examples from nature are the electron transport chain in Photosystem II which is essential for the production of ATP or the 32 Å long radical pathway based on tyrosines oxidation in the enzyme Ribonucleotide Reductase (RNR). An extended sampling method was developed in our group in which coupled-pertubed equations are implemented into the computational favorable density functional tight binding method (CP-DFTB). All prior computational studies on PCET rely on multcale simulations with computational high costly QM methods as DFT, we here propose an alternative workflow using CP-DFTB which allows us to obtain a detailed insight into PCET reactions on longer timescales. CP-DFTB enables the use of Mulliken charges as reaction coordinates to calculate free energies of chemical reactions like PCET, accessing thermodynamic and kinetic properties as well as the principal reaction mechanism. The method has been successfully applied to QM and QM/MM setups including two tyrosine side chains in water. We aim to investigate PCET in biological systems, therefore we start testing the CP-DFTB method on small model systems: β-hairpin peptides and α-helical proteins that are inspired by RNR and have been used for simulating PCET reactions before. One residue in each model system was mutated so that two tyrosines are located in near vicinity, one being fully reduced and the other in oxidized and deprotonated state. MD and QM/MM simulations were performed on length scales suitable to the experimental lifetimes of the radicals and during the simulations the secondary structure of the model systems were preserved. We present here our first CP-DFTB/MM results on a realistic biological system.
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COLLECTIVITY IN SELF-ASSEMBLED PROTEIN FILAMENTS INVOLVED IN HOMOLOGOUS RECOMBINATION
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Inside the helical nucleofilaments of recombinase proteins belonging to the RecA family, homologous recombination, a crucial procedure for DNA repair, takes place. These nucleofilaments are created by polymerizing RecA proteins on single-stranded DNA (ssDNA) and then incorporate double-stranded DNA (dsDNA) from the cell’s genetic material in a dynamic, multi-step process involving homology search and pairing exchange with the ssDNA.1

The three DNA strands that are simultaneously attached to the filament are extremely tight and their differential tension plays a significant role in the strand exchange driving force. The group of Mara Prentiss in Harvard university(USA) recently showed that the length of inserted DNA affects the kinetics of reverse strand exchange, DNA unbinding, or filament disintegration 2. This prompted us to study the structural and dynamical properties of RecA nucleoprotein filaments hosting varying length of strand exchange product, using all-atom molecular dynamics simulations. From these simulations, we analyzed how the length of inserted DNA influences the network of protein-DNA contacts inside the filament, and the relative positions of the inserted DNA strands. We looked at collective interactions inside the filaments and examined filament deviations from a relaxed shape using the PTools/Heligeom package created in LBT and dedicated to helical assemblies 3.

Our simulation results demonstrate that inter-phosphate distances vary over the bound DNA length and that the bound DNA strand structure is not uniform. In addition, we discovered that the stress diminishes when the entering and exiting dsDNA regions in B-form are absent. Our results imply that binding more than one DNA turn generates local curvature and deformation in the RecA nucleoprotein filament. The length-dependent changes observed in the structure, position, and interactions of the three DNA strands attached to the filament may result from these departures from a relaxed geometry, which may have an effect on crucial homologous recombination events. In conclusion, our study elucidates how collective interactions within the RecA nucleoprotein filament are influenced by the length of inserted DNA, resulting in helical nucleoprotein filaments with a non-homogeneous internal structure. These discoveries have significant ramifications for our comprehension of the mechanism underlying homologous recombination and could be leveraged to build novel approaches to DNA repair, genetic diseases and cancer.
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TOWARD THE DESIGN OF A NOVEL TYPE II B-RAF PARADOX BREAKER INHIBITOR
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Protein Kinases (PK) are involved in a number of distinct signaling pathways and are crucial in several aspects of cellular recognition. Among the 518 PKs identified in the human kinome, B-Raf, a serine/threonine PK, is an important constituent of the Ras/Raf/MEK/ERK signal transduction pathway (mitogen-activated protein kinase or MAPK signaling cascade) and participates in cell proliferation and survival. The V600E missense mutation in B-Raf kinase leads to an anomalous regulation of the MAPK pathway which is linked to augmented cell proliferation and tumorigenesis. ATP-competitive B-Raf inhibitors, including vemurafenib, have demonstrated both blocking of the MAPK signaling pathway and tumour response in cells expressing B-RafV600E. However, these compounds paradoxically activate the MAPK pathway in cells expressing wild-type B-Raf. This paradox can promote cellular proliferation and induce cutaneous squamous cell carcinomas and keratoacanthomas. Hence, these ATP-competitive inhibitors, called paradox inducers, can either inhibit or paradoxically activate the MAPK pathway depending on the B-Raf kinases, wild-type or V600E mutant, predominantly expressed in the cell lines.

Next-generation B-Raf inhibitors, named paradox breakers, have been recently developed to inhibit B-RafV600E activity without paradoxically affecting MAPK pathway in wild-type B-Raf cells. Paradox breakers also overcome several known mechanisms of resistance to first-generation B-Raf inhibitors.

We analyzed four B-Raf kinase inhibitors, 2 paradoxical inducers and 2 breakers, to unravel the biological mechanism at a structural, conformational and cellular level. From these studies, we identified key structural components potentially involved on the paradoxical effect. In this work, we focus on the design of a newly paradoxical breaker inhibitor using structural information of both Type I and Type II kinase inhibitors. Crystal structure validates predicted binding mode and cellular data confirm paradoxical breaker behavior of the newly designed compound.
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The importance of studying RNA molecules has been highlighted by the recent pandemic, with the SARS-CoV-2 featuring an RNA-based genome and a replication mechanism controlled by non-coding (nc) RNA. Unlike RNA genome, ncRNAs are less prone to mutation due to their fundamental function, making them interesting therapeutic targets. However, targeting them with small molecules (SM) remains very challenging because of their flexible and dynamic nature, where multiple structures can be adopted by the same sequence, a property known as structural polymorphism.

The main objective of this study is to explore and optimize emerging in silico drug design tools for RNA to take into account this structural polymorphism. A first step involves the characterization of RNA-SM interactions which requires the detection of possible RNA binding sites. We're currently exploring the increasing experimental RNA structural databases available and focusing on HARIBOSS as the most complete and accessible database, containing 746 RNA-SM complexes. We'll use these complexes for testing and comparing several machine learning prediction methods for binding site identification specifically developed for RNAs such as BiteNetN and RLBIND (convolutional neural network) or RNASite (random forest). Different docking methods developed for RNAs (RLDOCK, MORDOR) or for both proteins and RNAs (AutoDock, DOCK) will also be tested and compared on these data. Following the exploration of the performance of the existing methods (both for binding site extraction and docking approaches) and their limits, we will select optimal methods and combinations adapted to RNA and its structural polymorphism.
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MODELING STRUCTURES OF INTRINSICALLY DISORDERED PROTEIN-PROTEIN INTERACTIONS: THE CASE STUDY OF THE CHCHD4-AIF COMPLEX
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Intrinsically disordered proteins (IDPs) are characterized by one or several regions which lack stable secondary and tertiary structure in their unbound state under physiological conditions. They frequently play crucial roles in the regulation of many biological processes and, to exert their functions, interact with several biomolecular partners. Due to their very high flexibility, the determination of their bound and unbound structures is a difficult task, to which molecular modeling can usefully contribute and provide valuable information.

In the presented study, we were interested in the case of the mitochondrial CHCHD4-AIF complex which controls the import and the proper folding of defined cysteine containing proteins in the mitochondrial intermembrane space1,2 and which was recently demonstrated to play a key role in tumorigenesis in lung cancer3. Unfortunately, the three-dimensional structure of the CHCHD4-AIF complex is still unknown, impeding the structure-based rational design of inhibiting ligands. The tertiary structure of the full-length human AIF protein was resolved by X-ray crystallography (PDB ID : 1M6I)4. An experimental 3D structure of human CHCHD4 is also available in the PDB, but only its folded CX9CCX9C domain (residues 45-109) could be resolved (PDB ID : 2K3J)5. However, Hangen et al. demonstrated that this CHCHD4 domain does not participate in the interaction with AIF but that it is rather its intrinsically disordered N-terminal segment of 27 residues which is involved in binding AIF6.

To predict the structure of IDP-protein complex, we have set up an efficient protocol in three steps6: (i) Enhanced molecular dynamics (MD) simulations of the disordered region to sample its conformational ensemble. (ii) Identification of the transient conformations with secondary structures and docking of these conformations into the protein partner. (iii) MD simulations of the most promising complexes to refine their structures and quantify their binding free energies. We report here the preliminary results of this approach to the case of the CHCHD4-AIF complex.
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Ribonucleic acid (RNA) molecules are involved in most steps of the genetic expression including catalysis of central cellular functions. RNA functions crucially rely on both the specific tridimensional (3D) folding of the molecule, which in turn depends on the sequence and on how nucleobases pair through hydrogen bonds (secondary structure), and its conformation. This relationship is even more crucial for protein-RNA complexes. Hence, determination of RNA tridimensional structures is fundamental for understanding their function. However, obtaining high-resolution 3D structures via X-ray crystallography and NMR is still a challenge. To overcome the lack of 3D structures, in the last decades, several low-resolution techniques have been developed, like chemical probing, whose data have been integrated in the prediction of secondary (2D) and 3D RNA structures with different levels of detail. In particular, the SHAPE (Selective 2 Hydroxyl Acylation analysed by Primer Extension) technology provides quantitative reactivity information for each nucleotide and has become the most popular among these techniques since it does not depend on the nature of the nucleotide unlike other chemical probing techniques and is amenable to high-throughput protocols. The probes are small-molecule electrophiles like 1- methyl-7-nitroisatoic anhydride (1M7) that acylate the 2'-hydroxyl group to form a 2'-O-adduct. Although this approach is very popular and it is known that the SHAPE reaction is dependent on the local structural properties of each nucleotide, it has not yet been understood why different reactivities can be obtained for the same nucleotide depending on the probe used and several questions associated with the relationship between structure, conformation, flexibility, and reactivity are still open. To overcome this with the aim to use SHAPE data to predict bound and unbound RNA structures, in the last years, we have performed all-atom molecular dynamics simulations on a set of RNA molecules (unbound and bound to a protein or a ligand) for which their tridimensional structures are available and SHAPE data are accessible in the literature or have been obtained in our wet lab. We analyzed the correlations between different geometrical parameters and the chemical reactivity. For the bound RNAs we also characterized the interfaces and their formation in relationship with the change of SHAPE reactivity. Our investigations confirm that SHAPE reactivity is guided by the local flexibility of the different chemical moieties and the ribose plays a crucial role and suggest that a multiscale approach based on different length scales seems to be necessary to understand and integrate chemical probe data in relation with RNA flexibility and structure.
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INTEGRATING COMPUTATIONAL APPROACHES TO GUIDE THE IN VITRO ENGINEERING OF BVMO ENZYMES.
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Baeyer-Villiger monooxygenases (BVMOs) are enzymes that convert linear and cyclic ketones into their corresponding esters and lactones, which are essential products for the food, cosmetic and pharmaceutical industries. This biochemical reaction offers advantages over its chemical counterpart, such as improved regio- and enantio-selectivity, and is consistent with the principles of sustainable and green chemistry. Type I BVMOs are composed of a single polypeptide chain and require the co-factors FAD and NADPH to carry out their catalytic function.

The first goal of this study was to identify new type I BVMOs in the databases in order to broaden the range of enzymes available for biocatalysis, and to examine the amino acid conservation patterns in the evolutionary history of this enzyme family. We found that amino acids in the vicinity of the FAD and NADPH cofactors exhibited high levels of conservation, and the details of the interactions were highlighted. Interestingly, residues located at the enzyme binding site displayed lower levels of conservation, and this could potentially explain the selectivity and specificity of the various members of this family for different ligands.

In the second part of this study, the focus was on improving the catalytic activity of BVMO4 from Dietzia sp. D5. Although this enzyme demonstrated good thermostability, it was not effective at catalyzing the conversion of cyclohexanone to caprolactone. To address this issue, threading was employed to generate a structural model of the enzyme, which was then combined with above phylogenetic results and literature information to identify the hotspots whose mutation would likely affect substrate specificity. Site saturation mutagenesis was performed on 12 selected sites, resulting in the screening of 528 mutants. Approximately one-fourth of the screened mutants exhibited more than a 50% increase in cyclohexanone oxidation activity. The top performing mutants, namely Y499I, Y499F, and Y499L, showed about a 12-fold increase in caprolactone production compared to the wild type BVMO4, while retaining its thermostability.
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Understanding Ubiquitin signaling is crucial because of its role in modulating protein functions. Ubiquitin chains are multidomain proteins with different signal behavior depending on their structural characteristics size and linkage site. Understanding the conformational space of polyubiquitin chains via computational studies clarifies the structural characteristics. System size and metastable states impede atomistic simulations. Therefore, coarse graining is applied to simplify the system. The developed back-mapping based sampling (BMBS) produces an atomistic ensemble that can be projected into the two-dimensional coarse grained landscape. This sampling strategy has recently proven to work for more complex systems. Together with the sampling a conformational clustering has been introduced for further information about the structural composition of the 2D landscape. In this work, the canonical chains of di- and tetra Ubiquitin (K48, K63) are compared by using a suitable set of Collective Variables (CV). Furthermore, conformational clustering and BMBS will be adapted for these larger systems.
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Protein kinases of the titin-like family located in muscle fibers are postulated to act as mechanosensors. They are suggested to perceive the muscle sarcomere's mechanical stretch and trigger signal pathways in response. In general, external triggers can affect protein structure or protein domain interactions, thus affecting the accessibility or shape of interaction sites. However, the exact mechanism of the mechanosensor activity of these protein kinases is not fully understood and appears to vary within the family. In this project we are working towards the understanding of the molecular mechanism of a muscle protein kinase of the titin-like family. The molecular structure of the kinase makes the intramolecular domain-domain interaction particularly worthy of investigation.

Molecular dynamics simulations can provide valuable atomistic level information on such a system. Since the system of interest is rather large and the relevant timescales long, we use multiscale approaches as they allow precise analysis on suitable time scales. We performed initial classical atomistic and coarse-grained simulations, from which we developed a customized analysis approach using among other methods machine learning techniques. Particular interest has so far been focused on the study of domain-domain interactions of the protein, hence residuewise minimum distances were calculated and evaluated using dimensionality reduction and clustering algorithms. This gave us first insights into the interaction landscape of the domains of the kinase and provides a good starting point for extended sampling of the system under different conditions.
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TOWARDS THE MECHANISTIC UNDERSTANDING OF A PROTEIN MUSCLE KINASE WITH MULTISCALE MOLECULAR DYNAMICS SIMULATIONS
Alsin is a multidomain protein of 1657 amino acids, the mutation of which has been linked as responsible for the onset of the Infantile onset Ascending Hereditary spastic paralysis (IAHSP) which is a rare disease characterized by motor neuron degeneration. Alsin consists of four structured domains, namely the N-terminal RLD domain, the DH/PD, the MORN and the C-terminal VPS9 domain. Alsin domains are responsible for a set of functions such as the process of self-tetramerization, selective recognition of Phosphatidylinositol phosphate (PIP) for the localization on membrane ruffle and the triggering of guanine nucleotide exchange in RAC and RAB GTPases, while the whole protein is found to be involved in the vesicular traffic. Currently the atomistic structure of Alsin is unknown, indeed no experimental atomistic structure is available nor for the entire protein neither for some fragment. The absence of information at the molecular level is a limit for the comprehension of molecular mechanisms linked to physiological pathways and the understanding of how aberrant expressions of the Alsin protein are linked to the onset of the pathology. This work aims at developing an atomistic model for Alsin domains by classical homology modelling, I-Tasser methodology and Alphafoldv2. For those models, the Alsin structure-function relationships have been investigated by means of molecular dynamics simulations. In greater detail, this work focused on: i) exploring the capability of the RLD domain to interact with membranes, proposing a putative binding pocket and a mechanism of selective recognition of PIP; ii) investigating the conformational dynamics of the DH/PH domain, as a consequence of its interaction with RAC GTPases, highlighting the stabilizing effect of this interaction on the DH/PH conformational dynamics; iii) propose a possible mechanisms of self-interaction driven by the MORN domain; iv) integrating experimental and computational studies on VPS9 domain to investigate how single point mutations may be related to the onset of IAHSP.

A domain-focused computational investigation of Alsin will pave the way to develop a model for the whole Alsin protein, linking together the information coming from the single domain study and then providing information to build and investigate the homo-tetrameric form. This computational model will help to understand, at a molecular scale, how Alsin domains are involved and act in the process of vesicular trafficking and how the aberrant expression could interfere with the protein function, resulting in the onset of the IAHSP.
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UNDERSTANDING THE SIGNAL TRANSDUCTION MEDIATED BY MINCLE RECEPTOR
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Mincle is a c-type lectin receptor that act as sensor of pathogen-associated molecular patterns. Mincle play key roles in the innate immune system. Mincle is a transmembrane receptor that consist of a short cytosolic N-terminal sequence and an extracellular domain including a C-terminal carbohydrate recognition domain (CRD). The extracellular and cytosolic domains are connected by a single-pass transmembrane domain. The extracellular binding of trehalose dimycolate, a glycolipid from mycobacteria, to human Mincle leads to intracellular activation of NF-κB via the Syk-Card9-Bcl10-Malt1 pathway. Signal transduction requires FcRγ, a single-pass transmembrane protein bearing cytosolic ITAM motifs that are phosphorylated by Src family kinases in the first intracellular step of this signalling pathway.

The aim of the project is to establish a molecular description of the signal transduction mediated by the Mincle receptor in the context of infection by Mycobacterium tuberculosis. To achieve this, different constructs will be used. Firstly, the CRD domain alone will be expressed and isotopically labeled with 15N to perform NMR experiments aimed at understanding its dynamics as well as its interaction with glycolipids. Next, the complete protein in the presence or absence of its partner FcRγ will be expressed in a membrane context to understand how these two proteins associate and to study the structural rearrangements that may occur following recognition of the mycobacterial glycolipid. To do this, the use of nanodiscs to better mimic the membrane environment will be employed.

In a first step, we have employed expression of the extracellular domain of human Mincle in Origami strain, enabling the production of isotopically labelled protein for structural studies by NMR. We are carrying out ligand interaction studies and characterisation of the dynamic properties of Mincle through 15N relaxation measurements. In parallel, a theoretical approach employing a multi-scale molecular dynamics method is used. To capture various conformations of the protein, an adaptive sampling protocol has been employed in combination with the Amoeba polarizable force field. Additionally, coarse-grained models are used, exploiting recent refinements to the Martini3 coarse-grained force field that enable it to adequately study protein-ligand interactions. This allows us to simulate the system for longer duration, with the hope of capturing protein/ligand interaction events.

The philosophy behind this project is to implement an integrative approach involving these multiscale simulations and a range of biophysical techniques in order to understand the molecular mechanisms underlying this signalling event and to contribute to the development of new therapies against tuberculosis.
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Titanium dioxide (TiO$_2$) nanomaterials are ubiquitous in modern applications like solar cells, sunscreens, paints and self-cleaning coatings, yet their possible adverse environmental and health effects are not fully understood. It has been shown that in biological systems, the exposure of TiO$_2$ nanoparticles may lead to the formation of lipid-nanomaterial aggregates, which means that simulating the lipid-nanomaterial interfaces could help predict the behavior of nanomaterials in biological environments. One possibility is to simulate the system of interest at atomistic resolution using classical molecular dynamics. However, a typical size of TiO$_2$ nanoparticles exceeds 10 nm, so a coarse-grained model is a more viable option.

In this work, we aim to develop a coarse-grained model of TiO$_2$ nanomaterials in contact with common cell membrane phospholipids using the Inverse Monte Carlo method, implemented in the MagiC software package. The method finds a set of effective potentials (in tabular form) for all of the coarse-grained interaction sites in the system that reproduces the structure of the system obtained at atomistic resolution. The obtained TiO$_2$-lipid effective potentials are then exported to LAMMPS to run coarse-grained molecular dynamics simulations.

We have optimized seven different TiO$_2$-lipid coarse-grained models, including four different low-energy TiO$_2$ surfaces – anatase (101), anatase (100), rutile (110) and rutile (101) in contact with DMPC (1,2-dimyristoyl-sn-glycero-3-phosphocholine) or POPE (1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine) phospholipids in the presence of Na$^+$ and Cl$^-$ ions at 0.15 M concentration in implicit water. Our coarsegrained models show a good agreement with the atomistic reference data when comparing structural properties, such as the radial distribution functions and number density profiles of lipid headgroup atoms, while achieving at least an order of magnitude speed-up compared to atomistic simulations. Furthermore, we test our models by running large-scale simulations of anatase spherical nanoparticles of variable size ($r = 2, 5, 10$ nm) in contact with POPE lipids. Our simulations show that the lipid adsorption increases with the nanoparticle size.
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Microtubules, the cytoskeleton filaments of cells are widely used as cancer therapeutics targets due to their vital role in the cell division process. They are comprised of α- and β-tubulin, with the latter containing the binding site for taxol, a microtubule-stabilizing drug from the taxane diterpenes family. In order to perform their functions microtubules are able to rapidly switch between growth and shrinkage in the process that is referred to as “dynamic instability”. The mechanisms underlying the dynamic instability of microtubules are still a subject of intense research interest as well as the exact mechanism of taxol’s action. Recent studies that use cryo-EM and computational modeling approaches provide new perspectives on the intricacies of microtubule dynamics. In this work, we aim to complement the emerging views by simulating microtubule systems on the coarse-grained level. We will establish a coarse-grained model of tubulin subunits with the ligands using the Martini3 force field that provides a necessary degree of chemical specificity. Conformational changes will be characterized by a combination of various dimensionality reduction and clustering methods. We anticipate contributing not only to a better understanding of microtubule systems but to uncovering the potential of coarse-grained computational modeling as well.
**COMPLEXITY OF CYTOCHROME C-CAGED NANO-STRUCTURED HYDROTROPES: FUNCTIONAL DYNAMICS AND BOOSTED STABILITY IN HARSH ENVIRONMENTS**
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**Background:** Amphiphilic (self-assembled) nanostructured solvents have a wide range of applications in biocatalysis and energy-efficient bioprocesses. Due to the complex physicochemical properties and interactions, these solvents have gained much interest in recent years in the area of protein packaging.[1]

**Objectives:** In the current study, we have investigated the molecular roles of hydrotropes nanostructures caging a Cytochrome c (Cyt c) enzyme in maintaining its stability and activity. We have systematically evaluated the utility of adenosine-5’-triphosphate (ATP) and choline salicylate ionic liquid (IL) based mixed hydrotropes towards improved packing and thermal stability of this enzyme.

**Methods:** We applied high-throughput molecular dynamics (HTMD) [2] and Bayesian Markov state models [3] to generate the long-live metastable states, which were inferred to investigate the molecular insights governing the Cyt C structure and dynamics at room (300 K) and elevated temperature (363.15 K) under the influence of ATP and IL at a molecular concentration of 5 mM and 300 mg/mL, respectively.

**Results:** We investigated four molecular systems with Cyt c in the explicit water, ATP, IL and ATP+IL respectively in both 300 K and 363.15 K. At 300 K, we could observe ATP and IL could individually and synergistically enhance the dynamics of Ω 40-54 functional loop region facilitating reversible openings. Metastable states resolved indicated a much faster opening and slower closing of this functional loop. At 363.15 K, no significant effects on Ω 40-54 functional loop region were observed, however, the thermal stability of Ω 70-85 region was significantly enhanced. We also observed higher conformational instability of Cyt c in water than in the presence of hydrotropes. ATP with IL was observed to stabilize the closed state of Cyt c more and could provide thermal stability by frequently interacting with Lys and Arg residues.

**Conclusions:** In the current study, we explored the utility of ATP and IL-based nano-structured hydrotropes while caging the protein retaining high-temperature biocatalysis. Reversible binding of the ATP and IL with the loop Ω 40-54 indicated higher activity of Cyt c at 300 K while showing higher thermal tolerance for the region Ω 70-85 at 363.15 K. Overall, both ATP and IL-based hydrotropes could specifically have polar interactions with Lys and Arg in maintaining the activity and thermal stability of Cyt c and resulting higher peroxidase activity.

**This research was supported by POWER project POWR.03.02.00-00-1006/17. The computations were performed at the Poznan Supercomputing and Networking Center.**
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INFLUENCE OF THE POLY PROLINE REGION INSERTIONS AND DUPLICATIONS ON THE DOMAINS CONTACTS OF THE HEPATITIS E VIRUS ORF1 POLYPROTEIN.
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Hepatitis E Virus (HEV) is the leading cause of worldwide viral hepatitis. The HEV genome is a single-stranded, positive-sense RNA of about 7.2 kb, organized into three Open Reading Frames (ORF). ORF1 codes for the non-structural polyprotein (~1700 residues), which contains the main enzymatic domains required for viral replication, Methyltransferase Y domain (MetY), Macrodomain, Helicase, Polymerase, as well as other regions whose functions are not well understood, such as the Poly Proline Region (PPR) and the Metal Binding Domain.

Research by my team has shown that the PPR is a site for host sequence insertions or HEV sequence duplications. The insertions or duplicated sequences are not functional and can be fragments of genes or introns. The amino acid composition of the PPR, including insertions or duplications, indicates a rise of the net charge (growth of the number of positively charged amino acids), as well as an increase in the number of post-translational modification sites such as ubiquitinations, acetylations, and phosphorylations.

The literature is not clear on whether this polyprotein is cleaved, but recent studies seem to indicate that it is not [3,4]. One question of this study is to define whether insertions or duplications play a role in the structure flexibility of the polyprotein and modify the interactions between the different domains of ORF1.

Three-dimensional models were produced using Alphafold2 [5] from sets of ORF1 polyprotein sequences with and without host genomic insertions or virus duplications. From these models, molecular dynamics experiments were performed. We have developed specialized tools to inspect the hydrogen bonds during the entire molecular dynamics for each type of ORF1 set, and visualize the domain contacts affected by the presence and absence of insertion or duplication events.

We have focused on the contacts between the PPR, where the genomic events occur, and the rest of ORF1. Only the contacts between residues distant from at least ten residues have been taken into account.

Preliminary results show that insertion and duplication events increase the contacts between the PPR and the Y region of the MetY, the PPR, and the RNA-dependent RNA polymerase. On the other hand, there is a decrease in the contacts between PPR and the Macrodomain.

The polymerase is involved in the replication process, as is the Y region of the MetY, on which experimental mutations have demonstrated a reduction in replication effectiveness [6]. The role of the Macrodomain remains unclear.
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FUNCTIONAL MODES AND THERMAL B–FACTOR PREDICTIONS FOR MULTIGENIC STRUCTURAL ANALYSIS PREDICTED FROM ALPHAFOLD
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Glutathione Transferase (GST) is a superfamily of enzymes that are generally homodimeric structures and multigenic in numerous organisms. They are involved in detoxification process as well as in chemoperception in mammals and insects [1]. Their main function is to catalyze the conjugation of reduced glutathione (GSH) to xenobiotic electrophilic centers. In their catalytic cycle, the GSH usually binds in a specific set of amino-acids called G-site and the hydrophobic xenobiotic in the so-called H-site [2]. Interactions between insects and plant’s chemicals lead to a major driving force in herbivorous insect evolution, hence this encourages the study of insect GSTs to understand how spontaneous mutations modify the stability, selectivity and the catalytic efficiencies of this enzyme superfamily. The goal of the present work is to analyze how the amino-acid sequence modifies the structure and flexibility of an ensemble of variants of GST from class δ and ε of Drosophilia melanogaster’s. We modeled 25 GST structures (11 in class δ and 14 in class ε). First, from the amino acid sequences, we used Multiple Sequence Alignment (MSA) to describe the binding sites and the dimerization interface. Second, we computed the 3D atomic structures of each GST using the AlphaFold program developed by DeepMind [3]. It allows, based on the protein sequence and deep learning techniques, to achieve very accurate predictions on the corresponding three-dimensional structures. When available, the AlphaFold structures were compared with experimental ones from the Protein Data Bank (PDB). Third, we used the Anisotropic Network Model (ANM) [4] to compute: i) the thermal factors of all GSTs and ii) the correlation between residue motions governed by the functional (acoustical) modes predicted by ANM. Comparison between the 25 GSTs will be presented and rationalized. This in silico methodology will be extended to direct the design of new enzymes that will be synthesized, purified, and resolved experimentally.
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COARSE-GRAINED MODELING USING NEURAL NETWORKS TRAINED ON STRUCTURAL DATA
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Multiscale modeling is important in biomolecular and material science, but requires consideration of a wide range of spatial and time scales. Coarse-graining, which aims to reduce less significant degrees of freedom while retaining important ones, is a commonly used approach in developing multiscale models. Empirical parameterization of interaction potentials is frequently used to create coarse-grained models. However, determining the optimal functional form of effective interaction potentials between coarse-grained sites is a challenge. We propose a data-driven approach that employs machine learning and artificial neural networks (ANNs) to develop coarse-grained force fields based on system structure. The approach combines concepts from the ML/ANN force field and structure-based coarse-graining using the inverse Monte Carlo method1. Our research illustrates the approach on the Lennard-Jones fluid and a basic model of methanol-water mixtures. The approach has the potential to generate more transferable coarse-grained models, which addresses a critical problem in multiscale modeling.

This study presents a method for predicting the total energy of an interacting atom using the Behler-Parrinello2 neural network architecture. The proposed method also integrates concepts from the Inverse Monte Carlo method1, utilizing statistical-mechanical relationships to connect changes in interaction parameters with changes in the radial distribution function. The training procedure aims to replicate the radial distribution function rather than predicting the energy directly, providing a new approach to the inverse problem of determining interatomic potentials from structural data.

In this study, a methanol-water mixture is used as the test system to train a neural network model using a range of concentrations. Subsequently, alternative concentrations were chosen for validation purposes, allowing for comparison with the Inverse Monte Carlo approach. The method exhibits adaptability to varying concentrations and the ability to predict the behavior of systems not included in the training data while preserving structural properties, as indicated by the radial distribution function (RDF).
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G protein-coupled receptors (GPCRs) are the largest family of membrane receptors and, as such, are responsible for the majority of cellular responses to a variety of different stimuli, including hormones, neurotransmitters and external substances. The key role of GPCRs in understanding molecular determinants of a wide range of human diseases is emphasized by considering that one third of approved pharmaceutical drugs targets them. The Growth Hormone Secretagogue Receptor (GHSR), shortly named Ghrelin receptor belongs to the subfamily of class A GPCRs and controls growth hormone secretion, food intake, and reward-seeking behaviors upon interaction with the neuro-endocrine peptide hormone Ghrelin. The conformational behavior of GHSR upon partners binding is one transversal research axis of our laboratory for many years. While it is widely recognized that the activity of GPCRs involves a range of structurally and functionally distinct states in equilibrium, it remains unclear how ligands and/or protein partners can affect these equilibria. The objective of my PhD is to shed light on the modulation of the conformational landscape of GHSR by small molecular ligands (agonists, inverse agonists and antagonists) and ultimately by its preferred protein partners (Gproteins, Arrestin). Taking advantage of the huge amount of structural data in this field, we performed a principal component analysis (PCA) of all class-A GPCRs structures available in the Protein Data Bank (PDB). Based on the assumption that the collective motions among this family are conserved we used the amplitudes of displacement along the first eight eigenvectors as collective variables for well-tempered metadynamics simulations combined with a multiple walkers / replica exchange scheme. We show that 1 µs of accumulative simulation time along each principal component is sufficient to exhaustively sample the collective motions of the receptor in the eight-dimensional space with good reproducibility of the potential of mean forces (PMF). The models resulting from these simulations were in good agreement with experimental data previously obtained in our team and/or described in the literature. Our results suggest that biased MD simulations in combination with PCA can be exploited to efficiently sample the collective motions of GHSR. We will use the most representative conformations of the receptor as starting points for standard (unbiased) MD simulations whose a posteriori analysis using a Markov state model will provide insights on the dynamical transitions within the conformational landscape of GHSR depending on bound ligand(s)/ protein partner(s).
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TRACE AMINE ASSOCIATED RECEPTORS (TAARS) RESPONSE TO AMINES ARE LARGELY AFFECTED BY SEQUENCE VARIANTS.
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Volatile amines are recognized by a family of chemosensory receptors: the Trace Amine Associated Receptors (TAARS). Compared to regular olfactory receptors, TAARS are few (6 receptors expressed in the olfactory epithelium) and highly conserved. Thus, polymorphisms in this family can drastically alter our perception of amine compounds. A joint approach of numerical simulations and in vitro experiments has revealed the activation mechanisms of hTAAR5. hTAAR5-S95P is a polymorphism found at high frequency in Nordic countries. People with this mutation have their perception of trimethylamine affected, making them less able to perceive the rotten fish smell caused by this molecule. Our 3D model captures both the inability of hTAAR5-S95P to be activated by trimethylamine (TMA) in vitro, and the activation of the receptor by different agonists. Long-scale molecular dynamics simulations of the system bound to ligands with different efficacies are performed and recover that the receptor is activated only when stimulated by agonists, capturing the features of a prototypical active state of GPCR. 2 specific features of the TAAR family were studied.
Drug design is evolving thanks to the significant increase in the amount of data and computing power as well as the development of cutting-edge in silico technologies including AI/ML. To transform these major developments into drug research accelerator, new scientific profiles and ways of working must emerge to encode the large range of information from literature including known ligands, activity data, advanced drugs, clinical data, PDB structures, chemogenomics, etc.... At Evotec, we have created the Molecular Architects group which is composed of Computational Chemists and Drug Hunters working in synergy towards the identification of drugs for patients in need. Molecular Architects are trained and skilled to progress compounds using augmented design and rapid data-rich DMTA* cycles.

In this poster, we will present the Molecular Architects ways of working in close collaboration with in-silico R&D developers and synthetic chemists, all leveraging the Evotec drug discovery testing platform.

* DMTA: Design, Make, Test, Analyse
Cyclic peptides are an important class of pharmaceutical drugs. The exploration of their 3D conformations is important to rationally design novel drug compounds. Here we used molecular dynamics simulations to explore their conformational landscape.

Our test set consisted in nine head-to-tail cyclized peptides of 7 to 10 residues with a mixture of L and D amino acids for which NMR structures were available in the PDB. Free energy maps have been obtained using replica-exchange MD (REMD) in implicit solvent and simulated tempering (ST) in both implicit and explicit solvent and with several force fields. For most of the cyclic peptides the maps converge, but not for all test cases. The use of an explicit solvent did not improve the results, neither the use of a more recent force field. These results show that the use of a standard GBSA implicit solvent is still a good option for conformational sampling at least for cyclic peptides. This choice reduces the computational costs dramatically, especially for REMD simulations, as the number of replicas has to be ten times higher for a standard explicit solvent REMD simulation. In times of climate change and a necessary drastic reduction in energy consumption, it is very important to use computational resources efficiently.
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Nitric oxide synthase (NOS) enzymes are complex redox proteins that catalyze the oxidation of L-arginine to citrulline resulting into the production of Nitric Oxide, essential secondary messenger in human physiological processes. The three isoforms of NOS in human are either inducible (NOS2) or constitutive (neuronal NOS1 and endothelial NOS3). They differ mainly in terms of their dependency for activation by Ca2+-dependent Calmodulin (CaM) binding. They share a good degree of sequence similarity, but their electron transfer regulation differs.

In NOSs the catalysis is compartmentalized in two principal domains, i.e., oxygenase and reductase domains, within and between which electron transfer occurs. Although the available information suggests that the bioactive conformation of NOS is a dimeric arrangement, complete structural information is lacking, limiting the enzyme's functional characterization. In the present work, for the first time, the AlphaFold assisted complete dimeric structures of human NOS1, NOS2, and NOS3 isoforms, both with and without bound CaM, were used to explain the differences in electron regulation processes.

The generated AF models of dimers were thoroughly analyzed to identify the most plausible solution for the NOS structure. The predicted monomeric human NOS structures are available in Alphafold structural database, but not yet the dimeric conformations, while the dimer is the only one active form for NO synthesis. Due to the size of the isoforms dimers (between 2300 and 2860 residues), we benchmarked AlphaFold-based predictions using the available crystal structures of oxygenase domains and partial reductase domains. After assessing the prediction efficacy for NOS monomeric domains, we performed the prediction of dimeric and bioactive conformations of NOSs using Alphafold multimeric module. The biological assembly of enzymes with and without CaM were also prepared, as it contributes critically to the functional differences between isoforms. The different redox cofactors were then inserted, and molecular dynamics study performed to generate the optimized enzyme-cofactor-substrate complexes.

The dimeric arrangement of inducible NOS (NOS2) adopted an open confirmation whereas the constitutive NOSs adopted closed conformation because of the different orientation of oxygenase and reductase domain in their monomeric structure. The opened conformation in NOS2 facilitated the crisscross assembly of the monomers in the dimeric arrangement, where the reductase domain from one monomer (R1) forms a functional interface with oxygenase domain of the other monomer (O2), and vice versa (Figure). This arrangement could not be attained in NOS1 and NOS3 due to a closed conformation of each monomer. This is correlated to the reported functional roles of regulatory elements (AI –also called auto inhibitory region-, beta finger, C-terminal tail). The newly obtained structural information regarding the quaternary arrangement of the various isoforms support mechanistic understanding of the functional aspects.
IN SILICO STUDIES FOR THE DEVELOPMENT OF A NON-COVALENT INHIBITOR OF UBE2N

JANA SOPKOVA-DE OLIVEIRA SANTOS\textsuperscript{a}, CÔME GHADI\textsuperscript{a}, CHARLINE KIEFFER\textsuperscript{a}, LOUIS-BASTIEN WEISWALD\textsuperscript{b}, LEONIE IBAZIZENE\textsuperscript{b}, ANNE SOPHIE VOISIN-CHIRET\textsuperscript{a}, MATTHIEU MERYET-FIQUIERE\textsuperscript{b}

\textsuperscript{a} CERMN (UR 4258), Université de Caen Normandie, UNICAEN, F-14032 Caen, France
\textsuperscript{b} ANTICIPE (U1086), UNICAEN, INSERM, F-14032 Caen, France

Ovarian Cancer (OC) can be caused by malignant degeneration of the epithelial cells covering the surface of the ovary. OC are arduous to detect and often diagnosed late because they are for a long time. In the world, it accounts for 230,000 new cases and 150,000 deaths each year. They can be first treated by surgery. When surgery is impossible, chemotherapies are applied.\textsuperscript{1} However, chemoresistances occur frequently, that is why there is an urgent need to develop molecules with a new mechanism of action. Recent studies have shown that ubiquitin E2 N conjugating enzyme (UBE2N, also called Ubc13) is a potential therapeutic target for several types of cancers.\textsuperscript{2}

UBE2N is an E2 ubiquitin ligase that plays a role in response to DNA breaks. To do it, UBE2N interacts with Mms2 in the nucleus and Uev1A in cytoplasm. The UBE2N/Mms2 complex forms a thioester bond between the ubiquitin molecule and cysteine residue 87 of the UBE2N active site, which catalyses the formation of ubiquitin chains.\textsuperscript{3} Finally, UBE2N plays a key role in DNA repair pathways.\textsuperscript{4}

A flexible loop (residues 114-124) modulates the active site of UBE2N located around Cys87. The displacement of the loop generates an open or closed conformation and thus regulates the volume of the cavity to accommodate the ligand.\textsuperscript{4} Currently, best UBE2N inhibitors described in the literature (UC-764864/65, NSC697923 and BAY 11-7082) binds covalently on UBE2N active site cysteine.\textsuperscript{5} More, several performed in vitro screenings allowed to identify some non-covalent inhibitors of UBE2N.\textsuperscript{6}

Aim of our study is to develop new non-covalent inhibitors of UBE2N. For this end, we apply an in silico strategy. By analysing the available 3D structures of UBE2N co-crystallised with various protein partners, we selected two pockets of interest for the design of competitive inhibitors. The first one is located near Cys87, targeted by covalent inhibitors, and the second one is on the binding surface with Mms2 or Uev1a. We performed in silico screening of the CERMN's chemolibrary (19,000 molecules) using docking approach on these two sites to select potential new non-covalent inhibitors. Three PDB structures of UBE2N (PDB code: 4ONM, 6UMP, 3HCU) representing a conformational variety of the flexible loop were used during the screenings. Then, molecular dynamics were applied to check the stability of the interaction between the selected compounds from screenings and UBE2N. They allowed to select some interesting candidates according to the interaction energy and the stability of the complex.
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Life has adapted to extreme conditions on Earth. One of the most striking evidences of adaptation to extreme environments are bacteria that are capable of thriving in a vast temperature range, from below 0°C in glacial waters to above 100°C in deep-sea hydrothermal vents. It is known that the individual molecular components of these organisms, exhibit enhanced stability and resistance to the temperature stress. A research focus lies on the proteins, which are the most abundant and less stable macromolecules in the cell. However, the link among the individual protein stability, and the process of cell death caused by the raise of temperature is not yet clear. Understanding the biophysical determinants of cellular thermostability would be fundamental from a theoretical, biotechnological and clinical prospective [1], [2]. In a theoretical work by Dill and his co-workers it has been proposed that the temperature induced cell death follows a collective unfolding of the proteome, with the entire set of proteins approaching their individual melting in a narrow temperature range [3].

However, this picture has been recently challenged by further experimental and simulation work [4], [5]. Experimentally, it was possible to monitor the amount of proteins actually unfolding at the cell death temperature. These recent studies showed that it is only a small fraction of proteins that unfold at the cell death temperature. This was further confirmed by Sterpone and his co-workers, who investigated the dynamical profile of the proteins in the E. Coli, a mesophilic bacterium. Using a combination of Neutron-scattering experiments and Molecular dynamics simulations they showed that a dynamical catastrophe occurs at the cell death temperature which is caused by only around 10% of the proteins unfolding [6]. The goal of this project is to use coarse-grained and all-atom Molecular Dynamics simulations and Neutron Scattering experiments to further investigate the dynamics of the proteins in the case of extremophilic bacterium and to reveal whether it is a small set of proteins that unfold as it has been shown for the mesophile. The bacteria selected for this investigation are the P. Arcticus, a psychrophile, and the A. Aeolicus, a hyperthermophile. Different dynamical aspects that have been studied so far using MD simulations, such as the global diffusion coefficient and the mean square displacement of the proteins selected for these two bacteria, will be presented.
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MACHINE LEARNING-BASED PREDICTION OF AMPC β-LACTAMASE INHIBITION: FROM KNOWN MOLECULES TO DESIGN NEW ANTIMICROBIAL AGENTS.
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Antimicrobial resistance is a major problem that has been growing steadily in recent years, causing millions of deaths1. The emergence of multi-drug resistance (MDR) is particularly found among Entero-bacteriaceae such as Escherichia coli (E. coli). E. coli causes serious infections and have multiple resistance mechanisms, the most common being extended-spectrum β-lactamase (ESBL) and AmpC β-lactamase production2,3. One of the main mechanisms underlying resistance to β-lactam antibiotics are the AmpC β-lactamases4. In this study, we employ in silico approaches to identify new inhibitors of AmpC β-lactamase. First, we collected 384223 compounds experimentally tested on E. coli AmpC. The curation of these data has led to 891 inhibitors and 81720 non-inhibitors of AmpC β-lactamase. We used these compounds to develop new classification machine learning (ML) models to predict putative inhibitors of this enzyme. Then, we used generative adversarial networks (GAN) to develop generative models in order to design new molecules capable to inhibit AmpC β-lactamase.
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Background: The human RyR1 is a Calcium Channel protein belonging to the Ryanodine Receptor family. Traversing in the sarcoplasmic membrane, it is folded as a homotetramer of 5038 residues organized in 20 different domains. It allows the exit of Calcium under the effect of an Excitation potential and therefore is essential in the process of excitation-contraction for skeletal muscle fibers.

Mutations in the human RyR1 are implicated in a large panel of neuromuscular disorders ranging from fetal akinesia to per anesthesic malignant hyperthermia susceptibility. More than 2840 variants of the RyR1 gene have been identified, many with unknown clinical significance, which leads to a diagnosis deadlock for medical experts. The patients have to overcome many medical test that can last for long periods before receiving a clear diagnosis.

Recent advances in Cryo-ElectroMicroscopy allowed an increasing number of RyR1 structure, notably in the Oryctolagus cuniculus or the Sus Scrofa with different physiological modulators and in different states such as closed, inactivated or open conformations.

Objective: A reliable classification of RyR1 variants of unknown significance is thus needed; the objective of our project is to create an efficient predictive pipeline to help medical diagnosis of RyR1 related myopathies.

Methods: To reach this aim, we built a transdisciplinary project involving multiple partners. We combine a first dataset with these descriptors to be used for subsequent various Machine Learning based methods.

Results: So far, we have

- Obtained preliminary results tackling our first dataset with supervised methods.
- Created a first dataset with these descriptors to be used for subsequent various Machine Learning based methods.
- Modeled 2840 Single amino-acid variants of human RyR1 in their local environment selected from Clinvar and Gnomad clinical databases. Variants are either of unknown significance, benigns or contains a pathogenic mutation.
- Developed a series of physico-chemical, structural descriptors (e.g. distance to residue, proximity to known binding sites) as well as evolutionary conservation descriptors and local energy variation.
- Created a first dataset with these descriptors to be used for subsequent various Machine Learning based methods.
- Obtained preliminary results tackling our first dataset with supervised methods.

Conclusion: The development of our predictive tool relies on a novel integrative approach combining genetics, molecular modeling and AI methodology. This multidisciplinary project started in October 2021, the first step of modeling have been validated. Our goal is to propose this work as an approach for clinician to perform diagnosis on RyR1 variants.
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Non-equilibrium steady states (NESS) are a fundamental concept in biophysics, as many biological systems operate far from thermodynamic equilibrium, driven by external forces or internal gradients. An example of chemically driven NESS would be the system composed of an enzyme and a substrate that can be converted to product by burning a chemical fuel, such as ATPs. In this work, we investigate the effect of phosphorylation in the liquid-liquid phase separation of the intrinsically disordered protein TDP-43. In particular, we show how the enzyme CK1δ can dissolve a TDP-43 droplet through phosphorylation. We address the problem of simulating chemical reactions using a mixture of coarse-grained implicit solvent molecular dynamics model and Monte Carlo steps. This kind of system also has biological relevance as TDP-43 aggregates may play a role in the development of neurodegenerative diseases, such as ALS, FTD or Alzheimer’s disease. We also focus on the use of Markov state models (MSMs) in non-equilibrium processes. MSMs are a powerful tool for studying complex dynamics, as they need only information about local equilibrium within conformational macro-states to compute transition rates. Our aim is to build MSMs from simulation trajectories in order to get a coarse-graining in time and an interpretable representation of the dynamics of our system.
COMPUTATIONAL STUDIES OF AND STRUCTURAL INSIGHTS INTO FREE FATTY ACID RECEPTOR 4 (FFAR4) IN THE TREATMENT OF OBESITY AND RELATED DISEASES
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The G protein-coupled Receptors (GPCR) are important drug targets representing 35% of total approved druggable targets. These receptors are transmembrane proteins involved in cellular signaling of external stimuli (hormones, neurotransmitters, ions...) and induce the activation of the associated G protein via GDP/GTP exchange. In the last 20 years, deorphanized GPCRs have been highlighted as being active in lipid metabolism: Free Fatty Acid Receptors (FFAR).1 Studies have shown that modulating the activity of GPR 120 (FFAR4), mostly expressed in the tongue and intestine, has an impact on the lipid intake (feeding) and absorption in mice thus representing a novel approach to promote treatments in preventing obesity and cardiovascular diseases.2,4

Complementary to classic pharmaceutical chemistry studies in collaboration with the team of Pr. Naïm Khan at University of Bourgogne, in silico methods have been applied to the study of the structural features of the protein.

The lack of structural information on GPR 120 and limited drug-testing contribute to applying in silico methods to determine structural features and dynamic interactions of the protein. Homology modelling of different states of GPR 120 (inactive, intermediate, and active state) has been performed by screening the references of the PDB database and numerous templates of Class A rhodopsin-like GPCR proteins have been selected. Associated G protein has been modeled for the active state of the receptor and dynamic studies of the receptor in a membrane resulted in a refined bundle of transmembrane helixes (TM). Identification of the active site and ligand interaction enabled preliminary docking studies of TUG-891, a selective potent agonist of GPR 120, and highlighted ionic interactions with residue ARG 99 labelled as an orthosteric binding site of GPR 120 for agonist compounds. Antagonist docking pinpointed the role of the side-chain conformation of TYR 299 in the active site.

Docking studies of 3 agonist ligands (TUG-891, TUG-1197 and linolenic acid) have been performed and results have been refined using molecular dynamics with AMBER 14IPQ forcefield to consider ionic interactions between ARG99 in the binding pocket and the carboxylic acid group of the ligands. Triplicate experiments of molecular dynamics for the different systems protein-ligand enabled the identification of the most stable binding mode and enabled us to determine pharmacophoric constraints for a High-Throughput Virtual Screening.
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SUBTLE SEQUENCES CHANGES IN THE CODONS OF TP53 MAY CAUSE DNA REPAIR RATE DIFFERENCES: A MOLECULAR DYNAMICS STUDY
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Somatic mutations in the tumour suppressor gene TP53 occur in around 50% of human cancers and are considered the most common mutational event among lung cancer subtypes¹. In smoking-associated lung cancers, the occurrence of characteristic mutations at hotspot sites, e.g., codons 157, 158, 196, 245, 248, 273, and 282 has been linked to the binding of carcinogenic chemicals in tobacco smoke including benzo[a]pyrene (B[a]P)². The ability of B[a]P to bind to DNA, however, extents to numerous additional sites that are incapable of initiating carcinogenesis. This suggests that the rate at which these carcinogens are removed is likely to govern an individuals associated cancer risk. Interestingly, the efficiency of DNA repair processes is shown to vary substantially according to the position of damage within the genome, thereby implicating DNA context as a potential modulator of chemical toxicity. By performing molecular modelling of B[a]P within the context of the TP53 gene, we aim to decipher what properties of the DNA context surrounding a B[a]P damage site impact the efficiency at which it is repaired. Using molecular modelling techniques, we will model B[a]P-damaged DNA sequences representative of TP53 hotspot and non-hotspot sites. This modelling will occur first individually to determine the degree of structural changes imposed on the DNA by B[a]P binding, and then in the presence of a DNA repair protein to evaluate the influence of this distortion on repair. Alongside this, we hope to develop an automated analytical pipeline that may be used to isolate the precise structural variables that drive poor repair among TP53 hotspot codons and therefore predict any statistical correlation between damage position and mutation probability. The results generated will provide crucial information surrounding the aetiology of this mutation pattern that plagues patient suffering from smoking-associated lung cancer.
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The efficient immobilization of enzymes on surfaces remains a complex but central issue in the biomaterials field\(^1\), which requires us to understand this process at the atomic level. Using a multi-scale approach combining all-atom molecular dynamics and coarse-grain Brownian dynamics simulations, we investigated the adsorption behavior of β-glucosidase A (βGA) on bare and SAM-functionalized gold surfaces\(^2\). We monitored the enzyme position and orientation during the MD trajectories, and measured the contacts it forms with both surfaces. While the adsorption process has little impact on the protein conformation, it can nonetheless perturb its mechanical properties and catalytic activity\(^3\). Our results show that compared to the SAM-functionalized surface, the adsorption of βGA on bare gold is more stable, but also less specific, and more likely to disrupt the enzyme's function. This observation emphasizes the fact that the structural organization of proteins at the solid interface is a keypoint when designing devices based on enzyme immobilization, as one must find an acceptable stability-activity trade-off\(^4\).
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In plants, intercellular communication is primarily achieved through plasmodesmata. These membrane pores cross the cell wall and create symplastic continuity between cells¹. Plasmodesms are crucial in coordinating developmental processes and defence mechanisms against pathogens². They are also hijacked by viruses that can structurally modify them to propagate their viral genome from cell to cell.

Plasmodesms have a unique membrane organization: they are crossed by a «tube» of endoplasmic reticulum (ER), which is in intimate contact with the plasma membrane (PM), delimiting the pores. The two membranes are only a few nm apart (~10 nm) and connected by «tethers». The multiple C2 domains and transmembrane region protein (MCTP) family, critical regulators of cell-to-cell signalling in plants, act as ER-PM tethers, specifically at plasmodesmata²,³. However, the molecular mechanism and function of membrane tethering within plasmodesmata remain unknown. Furthermore, MCTP proteins are still poorly known at the level of the 3D structure.

Thus, we first generated structural models of A. thaliana MCTP by different prediction methods using deep learning like AlphaFold and RosettaFold ⁴,⁵. Then, we compare them by computing the rsmd and contact maps. Further, the movement of transmembrane regions in the lipid bilayer was characterised by coarse-grained simulation using the MARTINI3 force field and principal components analysis. We were finally able to extract representative conformations from our simulations.
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MULTI-SCALE MODELING TO IDENTIFY POTENTIAL LIGANDS OF DCIR
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DCIR is a C-type lectin receptor expressed on the surface of dendritic cells. It plays a role in recognizing and binding to specific molecules on pathogens, which helps trigger an immune response to fight off infections. DCIR has been shown to be involved in the immune response against a variety of pathogens, including viruses such as HIV, hepatitis C virus, and influenza virus, as well as bacteria such as Mycobacterium tuberculosis and Streptococcus pneumoniae. The identification of ligands that can selectively bind to DCIR can provide a better understanding of its function and potential therapeutic targets. Thus, the objective of this study is to identify potential ligands or molecular functional groups that can interact with DCIR using a multi-scale modeling approach.

To achieve this, a library of small molecules is parsed, and MD simulations are performed using the Martini3 force field. The use of beads from the Martini3 force field enables the treatment of functional groups of ligands separately, allowing for specific mapping of DCIR and identification of potential binding sites that may be specific to those functional groups. The developed workflow enables a comprehensive analysis of the simulation results, allowing for the identification of key binding sites and potential ligands of DCIR.

This study provides insights into the molecular interactions of DCIR and may lead to the development of new therapies that target this receptor. In perspective, this workflow could be applied to other receptor-ligand systems, enabling a more comprehensive understanding of molecular interactions.
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Infrared and Raman spectroscopies are governed by the absorption of resonant frequencies characterizing specific normal modes of vibration of a molecule. The identification of these normal modes along a molecular dynamics trajectory is commonly performed via time-series analysis. This numerical technique deciphers how a variable change over time. Applying it to the dipole moment or polarizability tensor time evolution results in the reconstruction of the corresponding vibrational spectrum of the molecule.\cite{1}

Computing a property such as the polarizability tensor along a sufficiently long-time dynamics trajectory remains demanding both in terms of time and computational resources, especially when the property is derived from quantum mechanics (QM). In this poster, we show that by assisting a time-series analysis with machine learning techniques, we succeed to alleviate the computational cost and improve the dynamics sampling of a QM/MM trajectory. We specifically apply this protocol to the reconstruction of the Infrared and Raman spectra of a particular class of chromophore stable in water solution, the ADOTA+ triangulenium carbocation.\cite{2}

References
\begin{itemize}
\item \textsuperscript{1}Thomas M., Brehem M., Fligg R., Vöhringer R., Kirchner B. Phys., Chem. Chem. Phys., 2013, 15, 6608.
\item \textsuperscript{2}Barsuk I., Lainé P.P., Maurel F., Brémond E., Phys. Chem. Chem. Phys. 2020, 22, 20673.
\end{itemize}
As all spectroscopic properties, the vibrational response of a molecule is altered by the environment. The solvent molecular distribution around the solute strongly affects its vibrational motion and results in a modification of its spectroscopic signature. It becomes thus crucial to explicitly take into account the environment with a hybrid QM/MM approach while targeting the accurate modeling of such a property.

In this talk, we show that by performing a time-series analysis of the dipole moment and polarizability tensor along a QM/MM molecular dynamics trajectory, we successfully model the vibrational InfraRed and Raman spectra of an organic chromophore such as azadioxatriangulenium1 (ADOTA+) in water solution.2 By comparing them with InfraRed and Raman spectra derived from the gas phase or at static level, we especially measure which vibrational modes are prone to solvent effects and anharmonicity. Furthermore, we explore the potential of machine learning to enhance and accelerate the QM/MM simulation of vibrational spectra.
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Oligomeric protein assemblies are widely present in the cell. They can be found as filaments or rings and are involved in various cell functions ranging from scaffolding (support for cell walls, internal communication networks) to signal transduction or motors (cell mobility, maintenance of the genetic material, membrane crossing). These assemblies may modify their morphology as a response to perturbations such as the binding of external macromolecules or small molecules (ATP, drugs) or change in chemical environment (salt concentration, pH). Other factors contribute to morphology changes as well, including the application of mechanical forces such as torsion or stretching. The response of the oligomeric assembly to these external perturbations is often key to their function. In addition to major reorganization of monomer structures and interactions, even small changes in the interfaces can result in changes of the overall shape of the oligomer. We have developed Heligeom\textsuperscript{1}, an analysis and construction tool in the PTools library\textsuperscript{2}, as a simple way to explore the relationship between pairwise binding geometries between consecutive monomers and the global shape of the resulting assembly\textsuperscript{3}. Examples of Heligeom applications in integrative modeling will be discussed.
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Glycine receptors (GlyRs) are pentameric ligand-gated ion channels (pLGICs) that convert a chemical signal, i.e. the binding of neurotransmitter, into an ion flux through the postsynaptic membrane [1]. They mediate inhibitory neurotransmission in the spinal cord and brainstem and have been associated with a range of neurological disorders including Hyperekplexia, temporal lobe epilepsy and chronic pain [2]. Functional studies by patch-clamp electrophysiology have shown that synaptic receptors accomplish their function by switching between (at least) three distinct conformational states: a resting state, where the ion pore is closed; an active state stabilized by agonists, where the pore is open; and one or more desensitized states, where the channel shuts with the agonist still bound [3, 4].

From a fundamental perspective, previous modelling attempts have been reported to decipher the gating mechanism on receptor homologs from bacteria or lower invertebrates [5, 6, 7]. Unfortunately, these models are not easily transferable to a human receptor as the GlyR. In addition, none of them include the receptor desensitization nor the existence of pre-active intermediates [8], so that the gating mechanisms described so far are incomplete.

In this project, we propose to combine All-Atom (AA) Molecular Dynamics (MD) simulations with Markov State Modelling (MSM) to study GlyR gating mechanism. An MSM is a stochastic model that describes the dynamics of complex molecular systems [9]. It uses information generated by MD simulations to provide access to the structural (conformations), thermodynamic (probabilities) and kinetic properties (transition rates) of the system with atomic resolution. With this strategy we aim at constructing the first complete model of the gating mechanism on a human synaptic receptor. By now, we have produced 26 μs of MD simulations of the GlyR in all known conformational states. We have determined an ensemble of features capable of clustering the structures in biologically relevant states, and we have constructed a preliminary model. Our model distinguishes four relevant states: resting, pre-active, active and desensitized. We are currently working on sampling the transition between the open and desensitized state to construct a partial MSM describing the desensitization mechanism along with the energetics involved.
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Angiotensin II type 1 receptor (AT1) belongs to the GPCR superfamily. This receptor is strongly involved in cardiovascular homeostasis and blood pressure. In the absence of its natural ligand, AT1 can be activated by mechanical forces (shear forces or membrane stretching), but the molecular mechanisms of activation are still unknown.

To answer these questions, we analyzed the activation mechanism of the AT1 receptor under mechanical stress (positive membrane tension to mimic membrane stretching), in different lipidic environments by molecular dynamics simulations (MD). Classical MD simulations indicated that the AT1 receptor submitted to a positive surface tension in an anionic environment could adopt a non-canonical conformation. For further understanding of the activation mechanism, we set up steered MD simulations (SMD). They revealed mechanistic steps of AT1 activation and identified the same non-canonical conformation as an intermediate state in the activation process. We investigated the interactions stabilizing the inactive and intermediate conformations.

This study suggested that any disruption of these interactions by external factors might initiate AT1 receptor activation in the absence of ligand. These results show the impact of environmental factors on GPCR responses.
The issue of molecular confinement plays a critical role in the investigation of the genesis of life. How can relevant reactions occur at efficient rates when there are no cell membranes to confine the reagents? Thermophoresis is the phenomenon of mass transfer induced by the presence of a temperature gradient. Recent research indicates that thermophoretic effects may have been crucial in the selective concentration of biologically significant reagents on early Earth.

Although this phenomenon has been known for almost 150 years, a full molecular understanding is still missing, mostly because the tools developed for processes at thermodynamic equilibrium are not necessarily adequate to describe out-of-equilibrium phenomena.

In our work, we studied dilute binary mixtures of Lennard-Jones liquids with thermophobic (accumulating in the cold section) and thermophilic (accumulating in the hot section) solutes. The system choice is due to the ease of modifying the solute's characteristics by changing its mass or Lennard-Jones parameters, effectively modulating isotopic and chemical effects. These are simulated by running nonequilibrium molecular dynamics simulations of a box containing a heat source and a heat sink.

While previously-suggested explanations were found to be not adequate, we have found a strong correlation between the sign and amplitude of the particle accumulation, and the ballistic motion of the solutes, with thermophilic solutes showing faster motion than the solvent in general. In contrast, thermophobic solutes display slower ballistic motions. Furthermore, we have attempted to explain these results by analyzing the solute and solvent exchange kinetics over the temperature gradient.
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The phagocyte NADPH oxidase is a multicomponent enzyme that becomes active after the assembly of its cytosolic proteins p40phox, p47phox, p67phox; the small GTPase Rac, and transmembrane proteins p22phox and NOX2 (gp91phox). Upon activation, the cell signaling cascade triggers phosphorylations of the subunits of the cytosolic heterotrimeric complex, resulting in its conformational transition into the active state. The formation of the active complex also involves reorganizing the intramolecular interactions within the cytosolic complex and forming new interactions with the membrane subunits and anionic phospholipids in the membrane [1, 2]. The C-term of NOX2, as well as p47phox and p67phox, contain structured domains separated by intrinsically disordered regions (IDRs), and their flexibility is crucial for the activity of NOX. This work aims to model the NOX complex embedded in a physiologically relevant membrane and identify the protein-protein/protein-membrane interactions that form the basis of the oxidase assembly and functioning, including the modeling of the IDRs and the phosphorylations of its subunits, based on the NOX cytosolic complex [3] and the membrane components [4, 5]. Therefore, an integrative structural biology approach is followed, combining deep learning-based modeling approaches for multimeric complexes [6-9], all-atom, and coarse-grained conventional molecular dynamics simulations, supported by constraints from our experimental partners. Thus, this combined approach will help us identify the key residues responsible for the enzyme activity and, possibly, potential therapeutic targets [10] and will contribute to the understanding of the NADPH oxidase machinery at the atomic level.
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EVALUATION OF ACTIVE LEARNING STRATEGIES FOR IMPROVING QSAR MODELING: A REGRESSION-BASED BENCHMARKING STUDY
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Machine learning has become an essential tool for drug discovery, as it enables efficient analysis and prediction of biological activities and properties of compounds, facilitating the discovery of new drug candidates. In particular, active learning is a valuable approach for quantitative structure-activity relationship (QSAR) modeling, as it can considerably reduce the cost and time needed to develop accurate predictive models, allowing them to be trained with fewer labeled data points by selecting the most informative samples. In this work, we present a benchmarking study of various active learning strategies for regression-based QSAR modeling. We compare uncertainty-based, diversity-based, and random active learning strategies. Different regression uncertainty estimation methods are tested using conformal and quantile prediction. The evaluation is carried out on absorption, distribution, metabolism, and excretion (ADME) datasets, including properties such as cell effective permeability, lipophilicity, half-life, or cytochromes inhibition and range from a few hundred molecules to tens of thousands.

Active learning strategies are compared based on their ability to select informative compounds from a large pool of molecules to train gradient boosted algorithms using metrics such as root mean squared error (RMSE) and mean absolute error (MAE) of prediction. The benchmarking framework is implemented in Python, using datasets from the Therapeutics Data Commons\textsuperscript{1} (TDC) library. To vectorize molecules in a machine-readable format we have used the RDKit\textsuperscript{2} library and have optimized a combination of Extended-Connectivity Fingerprints (ECFP), MACCS keys, and RDKit2D descriptors. The MAPIE\textsuperscript{3} library is used in combination with different machine learning libraries to perform conformal predictions with gradient boosted regressors\textsuperscript{4,5}.

We find that, while the performance of active learning strategies is dataset-dependent, uncertainty-based methods generally perform better than diversity-based and random sampling as they allow predictive models to obtain better scores with a lower amount of training data. The findings of this study can have practical implications in the field of QSAR modeling by reducing the cost and time required for developing accurate predictive models.
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Desaturation is one of the most common fatty acid (FA) modifications and it has a crucial impact on membrane fluidity, among other physiological needs. The membrane fatty acid desaturases, found in all organisms, catalyze this desaturation reaction on acyl chains that are esterified on a broad range of lipids (phospholipids with different head groups, sphingolipids,...) with a well-defined regioselectivity (double bond positioning on the FA). These membrane enzymes have a diiron cluster in their active site and need dioxygen and an electron transfer chain to activate their catalytic activity. Some desaturases of the Δ12-FAD family (the enzymes that act on the bond between carbons 12 and 13) have evolved to perform modifications other than desaturation, such as hydroxylation. Some of the hydroxylated products, like ricinoleic acid, present some interesting properties for industrial applications. In this work, we will study \textit{CpFAH12} enzyme; the only characterized fungal Δ12-hydroxylase from \textit{Claviceps purpurea}. This enzyme has been characterized as a bifunctional hydroxylase/desaturase enzyme that shares 86% of amino acid identity with the common related \textit{CpFAD12}, a monofunctional Δ12-desaturase. The main objective of this work is to investigate the molecular determinants responsible for the hydroxylation/desaturation specificity by analyzing both enzymes. One of the main drawbacks studying membrane-bound desaturases is the small number of characterized three-dimensional structures. We thus modelled their structures using Alphafold2 and refined them using classical MD and QM/MM simulations. Overall, our results enabled to predict the 3D structures of \textit{CpFAH12} and \textit{CpFAD12}, their substrate binding modes, and the possible productive binding mode of O2 in their active site. On these structural grounds, we are now investigating the reaction mechanisms of hydroxylation and desaturation in \textit{CpFAH12} by means of QM/MM metadynamics simulations. This will enable to improve our understanding of the catalytic mechanisms and hopefully will help to identify key molecular determinants involved in the specificity of reaction of this bifunctional enzyme and more precisely of the unusual hydroxylation reaction. This work fits in the scope of developing efficient hydroxylases for the diversification of lipid structures of great interest as synthons in oleochemistry.
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KOPIS: DEEP LEARNING BASED DOMAIN RECOGNITION
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Introduction: Identification of protein domains, i.e. independent and compact regions structurally, functionally and/or evolutionarily relevant in proteins, is one of the essential steps of structure analysis. This step is even more crucial now with the availability of large databases of predicted structures from sequence-based deep learning methods (Alphafold2 [1,2] and ESM metagenomic atlas [3]). While most of current methods use classical partitioning algorithms based on distances between atoms, new faster and performant deep learning-based methods have been proposed. However, they do not allow to evaluate domain quality structurally, neither in terms of independence, nor consider alternative domain partitions like our successful SWORD/SWORD2 [4, 5] methods. In this context, we propose a new deep learning-based method named KOPIS, which offers matching performance while being faster than SWORD/SWORD2.

Material & Methods: The proposed strategy consists of two steps: First, identification of point separation between domains. It is based on the contact probability map and a convolutional network of the ConvNext [6] type with dilation and generates, for each position along the sequence, the probability that the position constitutes a junction between domains. Second, based on the junctions determined in step 1, propose candidate domains to assess by another ConvNext network. This allows the identification of several structural domains and several architectural organizations, as well as identifying poorly ordered or unordered regions. The data used comes from domain assignments by the SWORD/SWORD2 algorithm [4,5] of a set from the Alphafold database filtered to minimize redundancy [2]. To finalize the models, a fine-tuning phase is carried out on the consensus assignments between the CATH [7] and SCOP [8] structural domain databanks. The learning and performance evaluation is classically carried out according to a cross-validation procedure and constitution of independent datasets between learning, validation and test sets.

Results: On the classical benchmarks of the literature, we obtain similar performances to other reference methods such as SWORD/SWORD2, PDP [9], DomainParser [10], DDOMAIN [11]. Moreover, like SWORD/SWORD2, our method is able to identify alternative delineations which is unique among all other competing approaches. Finally, KOPIS is 10x faster than SWORD/SWORD2 which allows its systematic use on large protein structure datasets such as ESM Metagenomic Atlas and its more than 617 million structure models [3,12].

References
12. ESM Metagenomic Atlas (https://esmatlas.com/)
CLASSIFICATION OF PROTEIN-CARBOHYDRATE INTERFACES USING UNSUPERVISED MACHINE LEARNING
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Background. Carbohydrates play a crucial role in the majority of biological processes. Carbohydrates can act as a ligand in biochemical pathways, but also are present on the surface of all the living cells and are therefore involved in cellular recognition processes as well as in protein-protein interactions in case of glycosylation of one of the partners. Experimental characterization of protein-carbohydrate (PC) remains a technical challenge due to variability and flexibility of carbohydrate molecules, and the structural data on PC interfaces is scarce and underrepresented. Moreover, carbohydrate binding sites’ (BS) diversity is very peculiar. Indeed, some similar protein regions can bind to different carbohydrates, while other BS targeting specific carbohydrates are found in proteins with very different folds1. Objectives. The goal of the current study was to provide a generalized view on different types of PC interfaces through the extensive analysis of the available structural data.

Methods. We have extracted all the carbohydrate-containing entries available in PDB and performed their annotation by merging all the information available in the biological databases. We have then identified all the available BS (more than 100k) and performed a pairwise comparison of the most representative BS using a graph-based score evaluating local distance distortion between different atom types2. Finally, we have performed their classification using unsupervised machine learning (ML) methods by applying clustering for the obtained affinity score matrix.

Results. We have proposed a new hierarchical classification of carbohydrate BS by their chemical and structural similarity. We show that most carbohydrate BS can be assigned to just a few categories: some of them being protein- or ligand-specific and others being more general, e.g. including proteins with very low homology relations. All the protein and carbohydrate annotations are now assembled in a new database, providing the user with possibility to select PC complexes with similar interaction pattern as well as to evaluate the class of PC interactions for a new unassigned data.

Conclusions. Our result paves the way to the development of the carbohydrate BS computational prediction tools, which have the potential to significantly impact understanding of fundamental biological processes and provide new drug design strategies.
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RNA helicases (RHA, also known as DEAD/H helicases) play an important role in unwinding double helix of DNA or RNA prior the transcription of cellular genes. In human cells, RHA interacts with RNA polymerase II, transcription factors and co-activators to modulate the transcription and the translation of selected genes. In parallel, many viruses have been shown to take benefit of this cellular function since RHA interacts with viral RNA and/or viral proteins allowing to favor their multiplication. Indeed, RHA has been identified as an important enzyme for the replication of RNA viruses such as HIV, HTLV-1, Dengue, Zika and SARS-CoV-2 viruses. Our project is devoted to understand the molecular mechanisms by which RHA is involved and required for viral replication and also to develop small molecules as antiviral drugs targeting this helicase in order to block the viral proliferation. We have identified by virtual screening heterocyclic compounds targeting the core domain of RHA (outside the ATP binding site) that are able to bind to RHA and to inhibit viral replication in cell-based assays. Several rounds of lead optimizations were carried out in order to improve the efficacy and the selectivity of these compounds and each series was further evaluated by molecular docking and molecular dynamics simulations to estimate their binding stability and key interactions. Correlations between \textit{in silico} predictions and experimental studies allowed to determine the minimal structural motif required for the antiviral activity (structure-activity relationships) and crystallographic studies are in progress to go further in the development of more potent antiviral drugs.
Exposure to sunlight radiations induced photodamage to biomolecules and triggered several well-characterized DNA photolesions despite the intrinsic photostability of DNA nucleobases. UV radiation absorption by DNA leads to genetic lesions that impact DNA transcription and replication. But the damage can be repaired by specifically designed proteins (photolyases, BER, and NER mechanisms) in living cells [1]. Among all DNA damage, thymine dimer formation is one of the predominant and most harmful types of photochemical damage [2]. It corresponds to a [2 + 2] photocycloaddition between two adjacent pyrimidine nucleobases [3].

In this project, we first investigate the stability of triplet thymine along a TTTT track [4] owing to QM/MM-MD simulations, where all four adjacent thymines are included in the QM subsystem. Thus, we could successfully analyze the energy alignment and spin localization of the lowest triplet state of thymine embedded in a B-DNA environment [4]. We then investigated the free energy along the reaction coordinate for the formation C6-C6 bond and C5-C5 between two adjacent pyrimidine bases (TT and CT). To do that, we compute the potential of mean force (PMF) by QM/MM using umbrella sampling. Our simulations account for embedding the B-DNA helix, whereas other studies in the literature have usually considered a model system featuring two π-stacked thymines [5]. Finally, we explored the extra-helical flipping of the CPD damage using biased methods and classical MDs. Altogether, our results provide an extensive description of the generation and behavior of CPD in double-strand DNA.
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In mammals, de novo DNA methylation is essential to embryonic development, reprogramming, and gene regulation [1,2]. The de novo DNA methylation is directed by DNMT3A and DNMT3B enzymes and mainly exerted on CpG islands [3,4]. Over their enzymatic domains, DNMT3A/B proteins share over 90% of sequence similarity. Even so, DNMT3A predominantly methylates the first cytosine in the CGC and CGT motifs, while DNMT3B prefers the CGG and CGA sequences [5,6]. To elucidate the mechanistic basis of these selective methylation profiles, we performed extensive molecular dynamics simulations of DNMT3A/B enzymes bound to all possible CGX[C/G/T/A] motifs. For this, we have used the crystal structure of DNMT3A-CGC [7] complex as template, and modified the DNA motif to CGG, CGT and CGA, then replaced the DNA in the DNMT3B-CGG [8] structure with these motifs. For each complex, we performed 2 μs long MD simulations using GROMACS 2020.4 software [9] under AMBER parmbsc1 force-field [10]. Afterwards, we calculated the differential base-specific hydrogen bonding profiles of the systems. As an outcome, we observed that DNMT3A/B sequence selectivity is regulated by an arginine-lysine substitution: the long and flexible side chain of DNMT3A-Arg836 stably reads guanine in the complementary strand of the CGC motif, where the less flexible DNMT3B-Lys777 forms selective hydrogen bonds with two consecutive guanines in the target strand in CGG motif. Interestingly, DNMT3B-Lys777 and DNMT3B-Asn779 assist the sequence selectivity in a cooperative manner, while in DNMT3A, Arg836 alone performs the same task. We also observed that when bound to their cognate sequences, the DNMT3A-DNA hydrogen bonding profile is significantly altered by single nucleotide substitution in other CpG motifs, with DNMT3B being less affected by it. We correlated this with the higher CpG specificity of DNMT3A than DNMT3B. Taken together, these findings not only provide the missing molecular links in the DNMT3A/B mechanism of action, but also reveal that the findings obtained by experimental analyzes are provided by molecular dynamics simulations.
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Nanopore experiments are a popular technique which consists in applying an electric potential difference to guide a charged biopolymer through an artificial or biological nanopore. The pore is inserted in a solid or lipid membrane, surrounded by an ionic solution. When a macromolecule passes through the pore, it partially blocks it and induces a decrease in the ionic current, according to the nature of the molecule and the pore properties. Due to its commercial availability, the alpha-hemolysin toxin channel is a membrane protein widely used for these experiments. This protein nanopore enables the passage of a single-stranded DNA and has been the subject of several DNA translocation and unzipping experiments in our lab. However, the molecular details are not experimentally accessible. Molecular dynamics simulations are therefore a valuable tool to understand the physical processes involved in these experiments.

Coarse-grained (CG) models are an excellent alternative to classical all-atom models because they enable longer and faster simulations for large systems, closer to the characteristic experimental times. In collaboration with experimentalists of our lab, we first performed coarse-grained molecular dynamics simulations of the ionic transport through alpha-hemolysin, inserted into a lipid bilayer surrounded by solvent and ions, using the MARTINI coarse-grained force field and polarizable water. Our system is reduced to 90,000 coarse grains, instead of around 400,000 atoms, in the presence of several different electric fields to mimic the electric potential difference.

We were able to observe several specific features of this pore, current asymmetry, and anion selectivity, in agreement with previous studies and experiments, and identified the charged amino-acids responsible for these current behaviors using ionic density maps.

Moreover, we are now studying the translocation of single-stranded DNA molecules through alpha-hemolysin using steered CG molecular dynamics in order to elucidate the mechanisms involved in DNA translocation experiments. We performed simulations of several systems (~500,000 atoms, 140,000 CG beads) for at least 1 μs with ssDNA of different lengths and direction at the nanopore entry. Our preliminary results, such as the distribution of translocation times per base are qualitatively consistent with experiments and are thus very promising.
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SUBSTRATE SELECTIVITY OF SULFOTRANSFERASE ISOENZYMES, RESULTS BASED ON MOLECULAR DYNAMICS AND VIRTUAL SCREENING
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Sulfotransferase enzymes (SULTs) are a family of cytosolic globular proteins in the chain of metabolism. By catalysing a sulfate transfer from their co-factor, 3′-Phosphoadenosine 5′-Phosphosulfate (PAPS), they help to eliminate a large variety of small molecules like drugs, hormones and neurotransmitters. Even though the tertiary structure across the family is very similar, their substrates vary considerably in size and complexity. The aim of our project is to better understand the reasons of selectivity between different SULTs, by comparing the broad targeting hepatic detoxifier 1A1, and the ileum located, dopamine selective 1A3. We utilize multiple in silico methods. We employ molecular dynamics (MD) simulations and the recently developed approach of MD with excited Normal Modes (MDeNM) to elucidate molecular mechanisms guiding the recognition of diverse ligands by SULT1A1. We used SULT structures from MD and MDeNM clustered into ensembles and combined them with categorised substrates and inhibitors, performing Virtual Screening.

Based on our results, we identified the most important amino acid differences, that are responsible to change the protein dynamics and binding mechanisms implicated in the selectivity of these isoenzymes. These results show the selectivity is likely to be governed by certain amino acid sidechains in 1A3 by opening the binding pocket to an unfavourable conformation for the most common ligands of 1A1, thus acting as efficient selectors. These results can be helpful in the future to develop an algorithm for machine learning, that could differentiate and even predict new substrates, thus helping in the development of ADME-Tox profiling of novel drug candidates and xenobiotics.
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CHARMM FORCE FIELD PARAMETERIZATION PROTOCOL FOR THE PESTICIDE FLUPYRADIFURONE (SIVANTO™): AN IN-DEPTH DIVE IN THE OPTIMIZATION MAZE!
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According to the projections given by the World Population Prospect 2022, the world population should reach 8 billion on November 2022 [1]. This exponential growth creates an increasing necessity in food supplies. Thus, an important aspect of the modern sustainable agriculture is the design and development of potent, effective and safe pesticides to alleviate the threat of crops being damaged by pests. The latter should be highly selective of insects over mammals and pollinators. One way of tackling this selectivity issues is to target the nicotinic acetylcholine receptors (nAChRs) of insects. This strategy has shown a growing interest for many years and proved to be effective in particular with the insecticides of the neonicotinoids family that were developed as main solution to regulate insect pests not only in for crops but also in the field of animal health [2].

Flupyradifurone (FLU) also known by its trademark name Sivanto is the last member of nAChR competitive modulators designed by Bayer CropScience [3,4] and the most recent member of the neonicotinoid class of insecticides to reach market with an innovative pharmacophore including a butenolide moiety. Mainly claimed as harmless for non-targeted organisms such as pollinators (e.g. honey bees) and mammals, concerns about FLU resistance and toxicity for mammalian and the environment have been raised. However, these effects and the corresponding mechanisms are still debated and poorly described. Indeed, if the mechanism of action of FLU appears admitted, the information related to its interactions at the atomic level at the targeted insect nAChRs is limited.

Molecular modeling methodologies (e.g. molecular docking, molecular dynamics (MD)) are imperative tools in the absence of experimental information. However the question of results reliability is strongly correlated to force field parameters quality. Indeed, if force field parameters for biopolymers are readily available and widely used in MD simulations, this not the always the case for small ligands. Furthermore, knowing the bias of such fields toward pharmaceutical applications, the availability of force field parameters is even scarcer for pesticides related compounds like FLU.

In the present talk, we will discuss the workflow used for the development and optimization of CGenFF force field compatible parameters for FLU in order to be used in molecular dynamic and/or molecular docking. A set of initial parameters were used as a starting point and were derived from CHARMM General Force Field database (CGenFF) using CGenFF program [5, 6]. Then the non-bonded and bonded terms were optimized using Force Field Tool Kit (FFTK) software to reproduce MP2/6-31G* quantum calculations accuracy. The relevance of the obtained parameters was validated by comparing physical properties such as IR-spectra, Normal Modes Analysis (NMA) and water-octanol partition coefficient ($\log K_{ow}$) to their experimental values. MD simulations of FLU/AChBP complexes were carried out to evaluate the ability of the optimized parameters in reproducing recently observed crystallographic trends.
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The plasma membrane of platelets plays a major role in platelet activation, particularly through the P2Y receptors, a family of purinergic G-proteins. In addition, platelet plasma membrane is enriched in arachidonic acid compared to other cells. This unsaturated fatty acid is also necessary for platelet activation, as a precursor of thromboxane A2. But its role in the plasma membrane is not known. Our aim is therefore (i) to reveal the precise content and organization of lipids inside the plasma membrane of platelets and (ii) to see how P2Y12 receptors, the target of antiplatelet drugs, embedded accommodates such complex lipid environment.

For this purpose, coarse-grained molecular dynamics was used to study the dynamics of membrane lipids and P2Y12 receptors. This work is done according to lipidomic study conducted by our group1. Three models were built: a single bilayer with 10 lipid species representative of the lipidomic results (M1), a bilayer with 9 receptors P2Y12 embedded (M2) and a control model without acid arachidonic (M3). 100 µs of each model were simulated with the GROMACS 2018 suite of programs and MARTINI forcefields.

Dynamic lipid microdomains containing sphingomyelin and cholesterol enriched clusters were observed in M1, M2 and M3 models. More unexpectedly, phospholipid containing arachidonic acid-rich clusters were also identified in both M1 and M2. These enrichments are particularly found near P2Y12 receptors in the M2 model (between +10% and +125% depending on the species, within 5 Å of proteins). This is not observed for the same species where arachidonic acid has been substituted by oleic acid in the M3 model. Moreover, after 50 µs of simulation, there are two dimers and one trimer in M2 model while there is only one trimer in M3 model. All together, these results show that arachidonic acid promotes the oligomerization of P2Y12 receptors, which is apparently necessary for their functioning.2
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Natural metabolic pathways have been promoted as a route to green synthesis of biofuels and biochemicals. However, these processes can be difficult to engineer into chassis microorganisms, and, when successful, are often hampered by the limitations imposed by complex cellular metabolism such as toxicity of products and intermediates, slow growth rates, and maintaining cell viability. One potential solution to these problems is to perform the reactions \textit{in vitro} with partially purified enzymes or cell lysates.

Redox cofactor utilization is currently one of the major barriers to the realization of efficient and cost competitive cell-free biocatalysis, especially where multiple redox steps are concerned. The design of versatile, cofactor balanced modules for canonical metabolic pathways, such as glycolysis, is one route to overcoming such barriers.

In this regard, the non-phosphorylating glyceraldehyde-3-phosphate dehydrogenase (GapN) can be used as a shortcut into the glycolysis pathway by catalyzing the transformation of glyceraldehyde-3-phosphate into 3-phosphoglycerate. It is a crucial enzyme that can be involved in the regulation of ATP concentration in cell-free biocatalysis processes. However, GapN is strictly dependent on the NADP+ cofactor\textsuperscript{1}, which prevents its use for NAD+ cofactor-dependent pathways or those based on the use of more stable and less expensive biomimetic cofactors.

Therefore, we set up a computer-aided design framework to engineer GapN for enabling a NADH linked efficient cell-free glycolytic pathway with a net zero ATP usage. This rational design approach combines molecular dynamics simulations with Artificial Intelligence-based multistate computational design methods\textsuperscript{2,3} that allowed us to consider different conformational states encountered along the GapN enzyme catalytic cycle. In particular, the cofactor flip, characteristic of this enzyme family and occurring before product hydrolysis\textsuperscript{4}, was taken into account to redesign the cofactor binding pocket for NAD+ utilization.

While GapN exhibits only tiny trace activity with NAD+, an enhancement of more than 10,000-fold in this activity was achieved, corresponding to a recovery of more than 72 % of the activity of the wild-type enzyme on NADP+. The development of this engineered GapN variant with comparable kinetics to the WT enzyme on its native cofactor represents an important step towards establishing an efficient, robust, and versatile cell-free glycolysis module for biochemical syntheses that could have broad applications in the field of green chemistry. Moreover, the computer-aided engineering approach we set up here may also provide a template for other researchers wishing to conduct similar engineering campaigns.
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Protein-protein interactions and supramolecular complexes are essential for the functioning of living cells. They play a huge role in a number of biological functions. In this study, we were interested in a cytosolic complex, called Ubi metabolon from *Escherichia coli*. This complex is involved in the biosynthesis of ubiquinone, a redox-active prenol localized in biological membranes of eukaryotes and proteobacteria.

The Ubi metabolon of *E. coli* is composed of seven subunits including enzymes (methyl-transferases UbiG and UbiE, hydroxylases UbiI, UbiH and UbiP) and structural proteins (UbiJ and UbiK), with an unknown stoichiometry. Determination and characterization of the structure and the interactions of this supramolecular complex are highly challenging. Our goal was thus to provide alternative multi-scale computational approaches to predict the most probable structural model(s) of the different protein partners composing the metabolon and to investigate their interactions, trying to propose in fine a stable and functional molecular assembly of the Ubi metabolon. To this aim, an integrative approach has been considered, combining sequence information and structure prediction together with biochemical and biophysical data.

In view of this context, AlphaFold2 was central in our strategy, given its accuracy for both monomeric and multimeric predictions, by integrating evolutionary information. Our approach relied thus on the use of AlphaFold2 to predict first the molecular bricks corresponding to the different protein partners, and then to predict oligomer subunits, which were further expanded using a combination of both AlphaFold2 prediction and structural superposition. To elucidate the stoichiometry of the complex, AlphaFold2 was used to discriminate some potential protein-protein interactions, reducing the number of possibilities.

To evaluate the biological relevance of the generated molecular models, we completed this work by investigating interactions of some of the oligomer subunits with the *E. coli* inner membrane, and the compatibility of the system with ubiquinone precursors substrate channeling. To do so, several computational approaches were used, such as molecular docking, multiscale molecular dynamics approaches, using Coarse-grained (Martini3) and all-atom simulations (CHARMM36) or umbrella sampling approaches. These models are compared when possible to available experimental data, such as Cryo-EM which is under progress.

This approach has been exemplified to model the UbiJ-UbiK2 complex, an essential oligomer subunit composing the Ubi metabolon. This led to the prediction of heterotrimer structure of UbiJ-UbiK2, as well as a possible binding mode between the heterotrimer and the membrane. Finally, this enabled to propose a pathway release of ubiquinone from Ubi the metabolon into the membrane. This work is part of the PhD thesis of Romain Launay funded by French Ministry of Education, Research and Innovation (MESRI). This work was also partially funded by the French National Research Agency (ANR Project Deepen, ANR-19-CE45-0013-02). This work was granted access to the HPC resources of the Computing mesocenter of Région Midi-Pyrénées (CALMIP, Toulouse, France).
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Many proteins form oligomers under physiological conditions, which can confer thermal stability, greater complexity in structural and functional activity. Understanding the mechanisms of assembly provide insight into protein evolution, providing a framework for how protein structures adapt to gain new function. Previously, due to computational limits, intrinsic dynamics, or vibrational signatures, have typically been modelled implicitly by considering the conformation of a participating protein subunit in isolation. Generally, it is assumed the isolated subunit is in a conformation which captures the implicit effect of the binding partner on the intrinsic dynamics, suggesting the influence of a partnering subunit is already integrated. However, this description lacks detailed information on the influence of critical contacts at the protein-protein interface. Since the binding of many proteins to their protein partners is tightly regulated via control of their relative intrinsic dynamics, investigation of the intrinsic dynamics of proteins is necessary for the comprehensive understanding of function. In this study, we examine the case of a protein family, pyrimidine synthesis attenuator PyrR1, to understand the effect of the binding partners in the stability of the tetramer vs. the dimer, and to uncover signals that link to their modulation via allostery. By partitioning the covariance matrices from elastic network models to obtain normal modes, we found that explicitly modelling the partnering subunits revealed the influence of perturbations that extend from the tetrameric interface, that is not captured by modelling the subunits in isolation.
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Hepatitis E virus (HEV) is one of the main causative agents of acute hepatitis and jaundice, affecting both developed and developing countries. At least 20 million people are infected each year worldwide. HEV usually causes a minor and asymptomatic infection that resolves on its own but around 70,000 people die per year after HEV infection. HEV is particularly problematic in immunocompromised patients such as transplant recipients, where infection progresses in most cases to a chronic and highly liver-damaging disease, for which antivirals are needed. However, despite its severity, its prevalence and its impact in health systems, HEV is poorly characterized and many questions remain unanswered about its functioning, especially at the structural level.

In recent years, the subject of structural biology has witnessed major revolutions. The most recent of these is the capacity of the software AlphaFold to properly predict protein 3D structures from their sequences alone. We used AlphaFold modeling to study i) the full-length pORF1 and ii) oligomers of a pORF1 subdomain (MetY). It turns out that MetY is highly similar to nsP1 of Chikungunya virus, for which the structure was published of a dodecamer putatively topping the membrane spherule harbouring the replication complex. We modelled a similar MetY dodecamer and used coarse-grained molecular dynamic simulations (MD) to investigate its interaction with membranes. To mimic a membrane spherule system, we used a torus (or donut-like) membrane system (generated with BUMPy and TS2CG) to represent the membrane curvature at a spherule exit.

We will discuss the conclusions we can draw from these models, specifically i) the breakdown of pORF1 into a limited number of domains and possible alternate conformations, ii) the possible organization, oligomerization, and membrane association of the pORF1 MetY.
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Cancer cells require large amounts of methionine and cannot survive methionine deprivation, whereas normal cells are more resistant. Methionine-γ-lyase (MGL), a pyridoxal-5'-phosphate (PLP)-dependent enzyme, catalyzes the degradation of methionine to the products α-ketobutyrate, ammonia and methanethiol. Therefore, MGL has been proposed as a candidate for anticancer therapy. However, MGLs are only found in bacteria, protozoa and plants, not in mammals. For therapeutic applications, natural MGLs may not be sufficient, due to immunogenicity and limited stability, activity or specificity. Therefore, engineered variants may be needed. The catalytic reaction of MGL for methionine elimination is a multistep reaction. Limited structures of intermediates were solved. Improved understanding of the reaction mechanisms is also needed, to guide engineering efforts. Here, we use molecular modelling to study the internal aldimine intermediate of MGL with and without the presence of substrate Met at the active site. By using molecular dynamics simulations and thermodynamic perturbation theory, our models reveal the preferred protonation states of PLP in MGLs, and fine details of the structures and dynamics.
Background: Structural domains are the usual unit of analysis of protein structure. Thus, understanding the functions and evolution of proteins requires dividing them into regions that are both relevant in terms of structural independence, folding, activity, or evolution. Besides, apart from structural domains, subdomains and supersecondary structures, which are shorter regions, they also provide valuable biological insights.

Objectives: Using Protein Units [1,2,3,4] (PUs), compact and evolutionarily preserved protein regions, the objective is to provide and assess multiple alternative decompositions of proteins into domains.

Methods: We present SWORD2 [1,6], a strategy for the exploration and analysis of protein structure. An input protein structure may be decomposed into PUs that can be hierarchically assembled to delimit structural domains. For each partitioning solution, the relevance of the identified substructures is estimated through different measures. This multilevel analysis is achieved by integrating our previous work on domain delineation, PU identification through ‘protein peeling’ and model quality assessment using the IG-score [5].

Results: The web server is freely available online: https://www.dsimb.inserm.fr/SWORD2

Conclusion: The SWORD2 partitioning algorithm produces multiple alternative domain assignments for a given protein structure. This unique approach handles ambiguous protein structure partitioning, admitting multiple relevant solutions.
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EVALUATION OF THE PREDICTION OF AMYLOID FIBRILLAR STRUCTURES BY ALPHAFOLD2
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Recent development of AlphaFold 2 algorithm allows structure prediction of single chain proteins from their sequences with an unprecedented accuracy, close to experimental methods1. Application of AlphaFold algorithm to protein complexes structure prediction, AlphaFold-Multimer, provides acceptable results in 63% of cases2, making it the reference method for complex structure prediction.

In this study, we aim to assess Alphafold algorithm capability to predict the 3D structure of amyloid peptides, which can considered as protein complexes. Amyloids are not only involved in several pathologies (Alzheimer, Parkinson) but they also have functional roles (bacterial biofilm3). Based on AmyPro4, we built a data-set of amyloid peptides for which structure have been determined experimentally. We selected 56 sequences ranging in size from 6 to 140 residues, and belonging to 15 different amyloid families (amyloid beta, alpha synuclein, HET-s prion...). This data-set contains 77 amyloid peptide structures from the Protein Data Bank.

To evaluate the capability of AlphaFold to predict the structure of the amyloid sequences, we systematically tested several crucial parameters of AlphaFold-Multimer/ColabFold (AlphaFold version, sampling, recycle, dropout5, peptide number, ...) and compare prediction to available PDB structures. In total we ran around ~200,000 AlphaFold model calculation. We intended to correlate the quality of prediction with the input parameters as long as features derived from the sequences. As of now, the number of recycling as well as the dropout slightly improved AlphaFold results on amyloids. Our results showed conversely that the prediction of amyloids clearly depends on the peptide sequence. For example the structure of the HET-s prion was successfully predicted by AlphaFold whereas it was unable to predict the structure of the Tau protein.

References
Molecular Dynamics (MD) simulations have emerged over the last decades as the method of reference for analyzing protein motions. It allows understanding countless biological properties and key molecular level mechanisms through the analysis of quantitative information that is generated over the course of the simulations. Treating this abundant data with pertinent analysis and visualization techniques may uncover particularly important features that would remain elusive otherwise. Standard techniques such as RMSD, RMSF and PCA analysis have proved very useful but are not without drawbacks such as loss of spatial correlation or lossy data reduction.

In this work we propose *MDlon*, a new local optima network-based analysis tool for MD simulations. *MDlon* identifies local optima according to potential energy in a graph in which conformations are linked by an edge using a relative neighborhood relationship. The local optima network (LON) is constructed by connecting local optima when the intersection of their basins of attraction is non-null. In such cases, edges between local minima are weighted by the probability of reaching one node from the other. The Leiden algorithm is applied to detect the community structure of the LON using modularity. To showcase our approach, we performed 100 ns MD simulations on two different proteins and analysed the trajectories with *MDlon*. The LON we construct allows detecting strongly connected communities corresponding to protein macrostates and computing transition probabilities between different macrostates. We show that *MDlon* encompasses all the information revealed by standard PCA analysis. Also, network statistics such as betweenness centrality allow identifying key microstates and capture the free-energy landscape topology. *MDlon* is a new MD analysis and visualization tool which aims at extracting additional knowledge from MD simulations through the lens of local optima networks. It is developed in Python using holoviews and bokeh libraries for interactive and scalable network visualization. Our software will be made available to the community as an easy-to-use open source python script which allows to fastly run network-oriented MD analysis.
RNA molecules are characterized by the existence of a multitude of stable states that result in a frustrated energy landscape, where the observed structures depend sensibly on experimental conditions and can depend on the initial, unfolded, structure. Using both atomistic [1,2,3] and coarse-grained models for RNAs [4], combined with enhanced sampling methods, we investigate the energy landscape of these systems to understand what are the most relevant structures in the different conditions. Because of the complexity of the landscape, it is useful to guide the modeling process with experimental data and placing the molecule in the environment sampled in experiments. We have recently developed a simulation technique allowing to bias MD coarse-grained simulations with SAXS data on-the-fly [5], and a theoretical framework to perform fast constant pH simulations where we can model the system considering the exchange of charges with the solvent [6]. These developments allow us to account for the environment to obtain reasonable structures to then be studied more thoroughly with high-resolution modeling, also introducing the comparison with SHAPE data from first principles [7].
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MODELLING AND MOLECULAR DYNAMICS OF CARBAMYLATED COLLAGEN I WITH FOCUS ON AGEING PROCESSES
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Background: Collagens, the most abundant proteins in mammals, are key components in the integrity, the structure, and the physico-chemical properties of the extracellular matrix (ECM). Type I collagen is a triple helix\textsuperscript{1}, that can be found in skin, eyes, bones, and many other tissues. One of the modifications occurring in collagens is carbamylation: a post-translational (PTM) nonenzymatic reaction\textsuperscript{2}. In chronic kidney disease (CKD), the accumulation of urea can react with arginine or lysine and form citrulline or homocitrulline (HCT). Recent studies from our research unit showed experimentally that the accumulation of carbamylated derived products such as HCT in skin could alter the properties of collagen and be correlated to skin ageing\textsuperscript{3,4}.

Objectives: The aim of this project is to decipher the mechanisms responsible for this damage at the molecular and atomic level. To this end, we propose a numerical strategy mainly based on the use of molecular dynamics (MD) as a powerful computational model applied to collagen I.

Methods: An in-silico model of collagen I was built, and MD simulations were performed on specific regions with Gromacs 2020.4\textsuperscript{5} and AMBER99SB*-ILDNP forcefield\textsuperscript{6}. Four different systems containing 0 to 3 HCT were investigated. Since there is no parameter to describe HCT in the AMBER forcefield, this PTM was parametrized with quantum mechanics using HF/6-31G(d) level of theory. The MD trajectories were analysed with in house scripts to evaluate: (i) the geometry of proline and hydroxyproline residues\textsuperscript{7} located near the HCT residue, and (ii) the conformation of the HCT side chain.

Results: The presence of one to three HCT in the same region has no impact on the overall structure (polyproline-II structure is conserved) but seems to influence locally the dynamics of triple helices. Indeed, the characterization of the dihedral angles of the HCT side chain highlights a change in the $\chi_4$ behaviour compared to lysine. In the presence of a single carbamylation, no major difference in ring topology was observed for proline or hydroxyproline.

Conclusions: Our study provides insight into the impact of carbamylation at the atomic level: only local and not global effects were demonstrated in the presence of multiple carbamylations. Further research will focus on the potential collaborative effects that could occur in a system with multiple modifications on different regions and thus closer to the physiological reality.
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COARSE-GRAINED SIMULATION MODEL OF PROTEIN TDP43 LIQUID-LIQUID PHASE SEPARATION BEHAVIOR
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TDP-43 (TAR DNA-binding protein 43) is a protein that involves in the pathogenesis of several neurodegenerative diseases, including Alzheimer’s disease (AD), Amyotrophic lateral sclerosis (ALS), and Frontotemporal lobar degeneration (FTLD). The formation of protein aggregates in the brain and spinal cord of patients is underpinned by liquid-liquid phase separation (LLPS)$^1$.

In the context of TDP-43 and neurodegenerative diseases, molecular dynamics simulations can provide insight into the phase separation behavior of TDP-43 condensates and offer a powerful computational tool for investigating the behavior of molecules at the atomic or molecular scale, providing a detailed understanding of the driving force behind phase separation and aggregate formation$^2$.

Two main types of simulations, atomistic and coarse-grained, are utilized in the study of molecular systems. Atomistic simulations provide a high level of detail and accuracy by representing each atom in the molecule. In contrast, coarse-grained models, such as the near-atomic resolution MARTINI and the residue-level Hydropathy scale (HPS) models, enable the investigation of larger systems and longer timescales. Simulations of TDP-43 phase behavior with a chemically detailed coarse-grained model (Martini3 Go-like model), which accurately captures the dynamics of both folded and unfolded domains in molecular dynamics simulations. Increasing protein-water interaction strength can improve the model to capture the LLPS behavior of TDP-43 as determined by experiments$^3$. The molecular dynamics simulations highlight parts of the protein which may be driving phase separation in health and disease.
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STRUCTURAL DYNAMICS OF SUPEROXIDE DISMUTASE (SOD) 1 A4V VARIANT ON A 10 MICROSECOND TIMESCALE
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Amyotrophic Lateral Sclerosis (ALS) is a fatal neurodegenerative disease, primarily affecting upper and lower motor neurons, that results in progressive weakness and culminates in death from neuromuscular respiratory failure, typically 2–5 years after diagnosis. Superoxide Dismutase 1 (SOD1) was the first gene to be associated with ALS. SOD1 is an antioxidant enzyme which destroys superoxide O2- radical in mammalian cell cytoplasm. SOD1 mutations are the second commonest known cause of ALS, responsible for approx. 20% of familial cases and 2% of sporadic cases. More than 200 SOD1 variants have been reported in ALS patients and new variants are identified in ALS patients on a regular basis. A4V variant is responsible for 50% of SOD1 mutations in North American familial ALS patients\textsuperscript{1}. One of the most striking features of A4V variant is the rapid disease progression, with a mean survival time of less than 2 years from clinical onset\textsuperscript{2}.

The aim of our study is to investigate the structural and conformational differences between the A4V variant of the SOD1. For this, we performed 10 microsecond length molecular dynamics (MD) simulations of the A4V SOD1. We observed that the A4V variant adopted an open and a closed conformation. In addition, we observed that the electrostatic loop region was highly flexible in the A4V SOD1. These extensive MD simulations shed light into the role of the ESL loop of SOD1 in the pathogenesis of SOD1 induced ALS.
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INVESTIGATION OF A NOVEL PRESSURE-SENSITIZED TACAN STRUCTURE UNDER HIGH-THRESHOLD SYSTEM PRESSURE.
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TACAN has been shown to contribute to the mechanical hyperalgesia with the mechanism unknown. In 2020, Lou Beaulieu-Laroche et al. proposed that TACAN may function as a high threshold mechanically activated ion channel involved in sensing mechanical pain\cite{1}. However, other research groups deny the potential role that TACAN may play in the mechanical signaling path across the cell membrane. Taken all together, despite the previous report that suggested TACAN might function as a high-threshold mechanically activated cation channel responsible for sensing mechanical pain in mice, the mechanism of mechanosensation and ion permeation mediated by TACAN channel remains elusive and awaits further investigation. In this study, we show a novel human TACAN dimer structure. It is a homodimer with each monomer consisting of a body, a spring and a blade domains. More importantly, we found that all the helices of the body and the spring domains are specifically associated with 11 membrane lipid molecules. Particularly, a lipid core, residing within a cavity formed by the two body and spring domains, contacts with the helices from the body and spring domains and extends to reach two symmetrically arranged lipid clusters. Actually, a previous study showed that the membrane lipids have the intrinsic feature leading to the possibility of soliton propagation in nerves\cite{2}. Therefore, our results shall suggest that the cryo-EM structure of TACAN associated with lipids is novel and the membrane lipids may play an important biological role in tuning the function of TACAN upon mechanical (e.g., pressure) stimuli. TACAN may use membrane lipids to directly sense and transduce the mechanic stimulus, whereas the protein part of TACAN may function to modulate the action of lipids. Molecular dynamics simulations suggest that TACAN is not an ion channel, but signal transduction along TACAN tends to be gated by the membrane cardiolipin lipids upon high-threshold pressure stimuli upon upstream mechanical force.

References
\cite{1} Beaulieu-Laroche, Lou, et al. «TACAN is an ion channel involved in sensing mechanical pain.» Cell 180.5 (2020): 956-967.
Protein-RNA interactions are crucial for the proper functioning of the cells. They are also involved in various pathologies particularly in cancer. Even if recent advances greatly expanded the large-scale binding data of protein-RNA interactions, the scarcity of available structural data remains problematic to understand the molecular details of the interactions. In our study, we aim at developing reliable computational methods to predict protein-RNA 3D structures that may enrich the detailed molecular data. A robust computational prediction method is homology-based protein-RNA interface modeling. This approach requires detailed understanding of protein-RNA interfaces and how they evolve. In this context, we performed a detailed evolutionary analysis of protein-RNA interface structures.

Our starting point is collecting the available structural data for protein-RNA complexes, 4,307 structures of protein-RNA complexes available in the Protein Data Bank as of May 2022. The 4307 complexes were then split into 86000 protein-RNA interfaces. We filtered out NMR structures, low-resolution structures and small interfaces. We merged pairwise interfaces containing RNA chains forming a double helix. Conservative clustering to remove protein and RNA chains identical in sequence yielded 976 representative interface clusters.

We then performed all-against-all structural comparisons between the 976 representative interfaces. We computed structural similarity scores for interface, protein and RNA based on either sequence or structural comparisons, interface RMSD and proportion of conserved interface contacts. Combining multiple similarity score thresholds, we identified 1956 pairs of structural homologs (called interologs) which were split into ribosome/non-ribosome interologs. Overall, 69% of all distance-based interface contacts are conserved between interologs in our dataset. However, interestingly, only 21% of hydrogen bonds and 25% of stacking contacts are conserved. Within the ribosome interologs the proportions of conserved contacts were 67%, 11% and 9% respectively for distance-based contacts, H bonds and stacking, while for the non-ribosome interologs those percentages were 76%, 46% and 44% respectively. Similar trends were observed whether the hydrogen bonds were formed through the phosphate, sugar or base.

In the near future, we aim to understand which key interface features are relevant when performing homology modeling of protein-RNA structures and what information we can transfer within a pair of structural homologs. In parallel areas of the project, we are integrating omics data with structural information to boost protein-RNA interactions datasets. We also plan to derive a statistical potential for the scoring of protein-RNA interface models by including evolutionary information.
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A NEW HAC ALGORITHM TO CREATE THE SMALLEST REPRESENTATIVE SET FROM AN ENSEMBLE OF 3D CONFORMATIONS
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Background: Many molecular modeling methods use 3D structural libraries that discretize the conformational space of (fragments of) molecules. A classical way to create such libraries is to cluster experimental structures extracted from databases, then to select few representatives or “prototypes”. For most applications, the set of prototypes must satisfy two contradictory constraints: be representative of all existing conformations (to maximize the precision of the final models) and be of cardinality as small as possible (to avoid combinatorial explosions).

Objectives: We want to create the smallest set of prototypes from an ensemble of 3D conformations such that each conformation is well represented, i.e. is within a threshold deviation from at least one prototype.

Methods: Our problem corresponds to inferring an epsilon-net of minimal cardinality. This combinatorial optimization problem is NP-hard and still requires the specification of dedicated methods. However, feasible solutions can be derived at negligible cost from dendrograms produced by hierarchical agglomerative clustering (HAC) algorithms. But the corresponding linkage functions are unevenly suited to the task. We thus developed an HAC algorithm with a new linkage called radius, based on the computation of minimum enclosing balls, i.e the smallest ball that comprise all points of a cluster. This approach necessitates an Euclidean space or a kernel. To tackle the issue of RMSD after superimposition not being a distance (no triangular inequality), we iteratively aligned all conformations of the to-be-merged clusters on one and computed an approximate (upper bound) pairwise RMSD. We stop agglomerating when the next ball radius is above our deviation criteria, then keep the center of each ball as a prototype.

Results: As a first theoretical test, on a classical benchmark of images, we produced smaller epsilon-nets than all common HAC algorithms. Then, in the context of RNA fragment-based docking, we applied it on the 3D structures of trinucleotides (~20.000 per sequence) extracted from all protein-RNA complexes in the PDB. We obtained 566-1012 prototypes per RNA sequence with a 1 Å threshold, which is a reduction by a factor of 4-5 compared to the conventional star-shape clustering that keeps the center point of each cluster as a prototype. This resulted in correspondingly faster docking calculations without decreasing the accuracy of the docking poses.

Conclusion: This approach is applicable to any set of 3D conformations of an object, and we foresee many applications within and beyond the field of molecular modeling.
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The background of this talk concerns the intermolecular (non-covalent) interactions in large molecular clusters, consisting of identical molecules, called fragments. The frozen-core approximation is assumed, in which atomic orbitals corresponding to core electrons of fragments remain fixed throughout electronic structure calculations. The electronic density of each fragment is assumed to be independent of other fragment positions and is approximated by applying Hartree-Fock or Kohn-Sham methods applied to the isolated fragment. In the context of energy decomposition methods, our objective is to perform fast evaluations of intermolecular interaction energies (Coulomb and exchange repulsion) of polymers. Such energies are four-center molecular integrals of frozen electronic densities of monomers and their cost scales as $N^4$, where $N$ is the number of atomic orbital basis functions of a monomer. In force field calculations for biomolecular systems, the Gaussian electrostatic model\(^1\) reduces this cost using the density fitting technique. In this talk, the existing method is demonstrated to be a special type of solution to a more general summation problem, that admits further optimization using dynamic programming techniques\(^2\). We present a new fast summation algorithm to accelerate intermolecular energies. The numerical results of our method are demonstrated on small TIP3P rigid water clusters, for geometries optimised using molecular dynamics. As a conclusion, results show that our method achieves $N^2$ scaling and lower approximation error than standard density fitting.
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The study of microtubule (MT) mechanics and the pathways involved in the transfer of vibrations between tubulins is crucial to understand how MTs are stabilized within the cell. Indeed, the hierarchical organization of MTs is the basis of their stability, mechanics, and function. MTs mechanics may depend on tubulin interactions, protofilament (PF) number, or the presence of stabilizers such as the anti-cancer drug Taxol. Therefore, this work aims at shedding light on the relationship between MT architecture and mechanics, considering the effect of Taxol and the number of PFs. We employed a multiscale approach integrating all-atom molecular dynamics (MD) simulations, Protein Structure Networks (PSN), and Normal Mode Analysis (NMA) on Elastic Network Models (ENM). All-atom structures of the dimers, at different PF numbers and in presence of Taxol, were simulated in systems representative of the MT wall. Through the PSN, we studied the propagation of vibrations between tubulins within the MT. MTs of lengths between 250 nm and 400 nm were built by fitting tubulin conformations from MD simulations onto an Electron Microscopy Density (EMD) map and replicating them axially with an experimental step. Mechanical properties were then derived by MT vibrational frequencies from NMA of ENM, where residues were connected if closer than 1.2 nm. The results highlight that β-tubulin drives the transfer of vibrations between PFs, information relatable to previous evidence, and that such communication is altered in presence of Taxol. Moreover, Taxol stabilizes the MT by reducing the fluctuations of the tubulin dimer bending angle. At a higher scale, our results revealed that Taxol influences mainly the shear modulus, reflecting the atomistic result that Taxol alters the inter-PFs interaction. Moreover, MTs with different PF numbers were characterized by changes in mechanical properties, with the persistence length being linearly correlated with the number of PFs. Finally, we observed remarkable differences comparing the mechanics of MTs built with tubulins derived from simulations both at the proper wall curvature and at the 13PF curvature, highlighting the importance of the multiscale approach coupling MD with ENM. Taken together, we provide additional information to understand the nanomechanics of MT and how it can be altered to achieve its stabilization, which could be exploited for the development of biomimetic materials and to guide the design of new MT-stabilizing drugs.
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Background. There have been many evidences about non-covalent interactions between polyphenols. In water, the non-covalent association between anthocyanins and other polyphenols is called copigmentation. This association is mainly ensured by π-π stacking interactions. The copigmentation process participates in stabilization of the anthocyanin color in plants and derived beverages like red wine. This non-covalent association has also been described in lipid bilayer membranes in a joint fluorescence and in-silico study. This association is key to rationalize synergism between π-conjugated antioxidants including polyphenols (e.g. quercetin) and vitamin E (α-tocopherol). Such synergism process has gained much interest in food industry as it allows developing efficient antioxidant cocktails, reducing concentration of active agents and subsequently potential toxicity.

Objectives. This study aims at benchmarking the performance of molecular dynamics (MD) to predict the formation of non-covalent complexes between π-conjugated antioxidants, including two prototypes (quercetin and vitamin E), in a pure 1,2-dipalmitoylphosphatidylcholine (DOPC) lipid bilayer.

Methods. The association between quercetin and vitamin E was studied through free MD simulations of µs-time scale with the lipid17 forcefield. Experimentally, the quenching of vitamin E fluorescence by quercetin was found to be mainly ruled by a sphere-of-action quenching model and to a lower extent (20%) by the formation of transient π-π stacking complexes. The equation fitting picturing this model exhibited a correlation coefficient $R^2$ of 0.99.

Results. MD simulations revealed high capacity to reproduce quenching intensity, with a 0.39 mean absolute error, whilst the mean ratio of π-π stacking complex formation was evaluated at 18%. The predictive capability of MD simulations at capturing this non-covalent association was evaluated with five other π-conjugated potential partners of vitamin E, namely the five antioxidants catechin, caffeic acid, myricetin, kaempferol and galangin. The observed trend agreed with experimental studies, validating again the use of MD simulations as a tool to measure the potential synergism between active ingredients.

References
1 Fabre G., Defining a subject in a concise format, Chem. Commun., 2015, 7713-7716
UNDERSTANDING PASSIVE MEMBRANE PERMEATION OF PEPTIDES: PHYSICAL MODELS AND SAMPLING METHODS COMPARED
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Characterizing the permeation process of drug candidate molecules across biomembranes is a crucial aspect in the machinery of drug design. While active transport occurs, namely for endogenous substances, passive diffusion across a lipid bilayer represents the dominant mechanism for xenobiotics. Among them, peptides are considered suitable compounds for modulating protein-protein interactions thanks to their relatively large size, making them promising drug candidates. Since their size may represent an obstacle for membrane permeation, studying this process is especially relevant to anticipate their pharmacokinetic properties. With the aim to select a method that could profitably be applied to peptide-based therapeutics, we compared two protocols by assessing their solidity and computational costs1.

On the one hand, we considered the wide-spread inhomogeneous solubility-diffusion model (ISDM)². In this framework, the permeability coefficient is related to the free energy profile (FEP) and diffusion coefficient along the transport direction, both evaluated from umbrella sampling (US) simulations. On the other hand, in the kinetic model characterized by four phases (outer water, outer lipid, inner lipid, inner water compartments), the permeability coefficient is proportional to the rate constant associated to the fastest transition3. We built a Markov state model (MSM)⁴ from unconstrained simulations in order to estimate kinetic quantities. This requires a prior knowledge of the FEP, which is provided by the weighted histogram analysis method5 for the ISDM US trajectories. Hence, higher computational costs are inevitably entailed in the MSM framework, with respect to the ISDM protocol.

We compare the two computational approaches for a benchmark peptide to experimental results from planar artificial membrane assays. While ISDM underestimates the permeability coefficient, possibly because of the difference between the experimental and computational membrane setup, MSM largely overestimates it. Although this might be due to insufficient sampling, overcoming this issue would require an extremely large amount of computational resources as compared to the ISDM approach. We conclude that efficiency and reliability favor ISDM for peptide membrane permeability predictions.
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The rise of open science and the absence of a dedicated data repository for molecular dynamics (MD) simulations has led to the accumulation of MD files in generalist data repositories, constituting the dark matter of MD. Leveraging an original search strategy based on file types and keywords, we found and indexed about 250,000 files and 2,000 datasets from the data repositories Zenodo, Figshare and Open Science Framework. We have shown that the number of MD files deposited each year in these data repositories is constantly increasing, especially in Zenodo. With a focus on files produced by the Gromacs MD software, we illustrated the high potential offered by the mining of structures (.gro files), parameters (.mdp files) and trajectories (.xtc files) from publicly available MD datasets. We identified for instance systems with specific molecular composition (i.e. protein, lipid, nucleic acid, saccharide...). We were also able to characterize essential parameters of MD simulations, like temperature and simulation length, and to identify model resolution, such as all-atom and coarse-grain. Based on this analysis, we proposed a search engine prototype for researchers to explore collected MD data.

https://mdverse.streamlit.app/
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The correct determination of the ligand mode of binding in a biological target binding site is essential to gain insight into the molecular recognition process, understand the nature of the interactions, and drive the molecular design in the drug discovery process. Current in-silico approaches rely mainly on molecular docking that is known to be fast but treats the protein as a rigid body. This creates a significant limitation as several side chains of binding site residues and loop conformation rearrangements are associated with induced-fit binding. To address this limitation, we have been exploring the implementation of supervised molecular dynamics (SuMD) a novel molecular dynamic approach recently developed by Moro et al. 1

Methods: SuMD allows exploration of the entire ligand-receptor binding event, in a nanosecond timescale, reducing the computational efforts in comparison to classical molecular dynamics protocols. The ligand is placed at a distance of at least 30 Å away from the protein catalytic cleft to avoid premature intramolecular interactions. A collection of short unbiased MD simulations is generated and concatenated together while monitoring the distance between the centre of mass of the ligand and the residues composing the binding site of the receptor (ΔdL-R) over a fixed time window (Δt, e.g., 300 ps).

Papain-like protease protein (PL-pro) for SARS-CoV-2 coronavirus was used as a case study, where its catalytic binding site is composed of a P-loop that was observed with high flexibility in both crystallography and classical MD simulations (CMD). This P-loop is also one gate-keeping structure of a PLpro inhibitor. Three major conformations observed of P-loop: Closed in ligand-protein holo-crystal complex, semi-open in apo-crystal structure, and open after CMD simulation. This creates a critical challenge in the discovery and optimization of new hit compounds against such highly flexible binding site. Starting from the three different P-loop conformations; closed, semi-open, and open, we apply SuMD simulations to investigate the mode of binding of the PLpro inhibitor in solvent.

Results: The induced-fit binding event of PLpro inhibitor was successfully simulated using SuMD without interference to the potential energy landscape, all succeed in reproducing the crystalized reference. The preliminary results shows that SuMD emphasizes a noticeable capability to reproduce the crystallographic structure of ligand-protein complex independent from the starting position of the ligand and receptor binding site conformation. This can be a promising approach to overcome the challenges of exploring small molecules binding modes in a dynamic environment.
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Exposure to nanoparticles may result in major health issues, demanding research of any potential hazardous consequences as well as the discovery of their interactions in biological environments, which are connected to the physiochemical features of nanomaterials. Hence the modifications in these properties such as their shape, and surface coatings might affect their interactions in biological environments. ZnS nanomaterials have several applications in optoelectronic devices and biotechnology, used as biosensors. As well as their lower toxicity when compared to other materials in the II-VI group, the underlying mechanisms of interaction between ZnS NPs and macromolecules, such as proteins, lipids, and sugars, are still unknown [1].

The free energy of biomolecule adsorption on nanoparticles provides insight into the biological activities of these particles in the body. Here, we investigated the interactions of 29 small biomolecules (amino acid side chains, lipid fragments, glucose) as building blocks of proteins, lipid bilayers, and sugars with ZnS spherical nanoparticles (NPs) and ZnS (110) plane surface in aqueous solution using enhanced sampling, metadynamics, and atomistic molecular dynamics simulations [2]. We discovered that negatively charged amino acid side chains (aspartic acid (ASP), cysteine ion (CYM), and glutamic acid (GLU) bind to both NP and ZnS (110) and that NP is preferred over ZnS (110). In order to investigate the effect of coating on the binding affinity of biomolecules, we carried out simulations of ZnS nanostructures with polymethyl methacrylate (PMMA). The adsorption tendency of previously adsorbed biomolecules (ASP, CYM, and GLU) decreased significantly, but some new biomolecules were adsorbed on coated ZnS (110) because of their hydrophobic structure. Our research can be utilized to rationalize the design of peptides that bind selectively to ZnS nanostructures regarding their shape and character of coating molecules. In addition, our findings suggest that ZnS could be a safe choice in the biological environment because of its poor interactions with most of the building blocks of biomolecules, particularly lipid fragments.
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Peptides represent a promising class of therapeutic molecules. They are of great interest for undruggable targets like protein-protein interactions (PPI) as they can occupy a larger surface of interaction compared to classical small molecules and reach higher specificities. Despite these remarkable properties, peptides have suffered for many years from several drawbacks in the drug discovery field, with major barriers such as lack of oral bioavailability and poor membrane permeability. However, advances in chemistry to produce more stable peptides have been made in the last few decades, triggering a new interest for peptides as therapeutic drugs.

Predicting peptide properties using machine learning methods has gained interest in recent years, with a particular focus on anticancer and antimicrobial peptides or improving permeability properties. Various methods have been proposed for prediction like support vector machines or random forest. These predictive approaches have shown interesting performance, but also limitations, especially on the type of amino acids considered, most often restricted to natural amino acids, whereas the importance of modified amino acids has been demonstrated for peptide drug design.

To overcome those limitations, new representations of peptides, including different graph representations notably at the amino-acid level have been developed. These representations are suitable for designed peptides, taking into account modified amino acids and cross-links. We applied a circular algorithm to transform these graphs into a vectorial representation and evaluated them for predictive tasks, including permeability. Our models have shown improved performances compared to the baseline.

Finally, as the flexibility of peptides is one of the main bottlenecks in their drug likeness property prediction, the incorporation of 3D descriptors related to flexibility could be a real game changer in the strength of our models. Work has been initiated to include those 3D descriptors with an automated pipeline for molecular dynamics simulation including the parametrization of unnatural amino acids. Yet, the sampling of the peptide conformational landscape is challenging because of its multiple energetic minima and high energy barriers. We will discuss how advanced molecular dynamics (replica exchange molecular dynamics and meta-dynamics) and the incorporation of local 3D descriptors could improve the prediction.
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A key question for the RNA world hypothesis is the emergence of autocatalytic networks in abiotic conditions without protein-based enzymes. Ribozymes (RNA-enzymes) are likely components. However, large ribozymes, which are known to form self-replicating networks, cannot have self-assembled from the short RNA fragments available in abiotic conditions, and typical short ribozymes tend to favor the cleavage reaction over the required ligation for the formation of larger molecules. A promising direction is to adapt specific environmental conditions (temperature, ions), strand sequence and length, which were shown by experiments to favor ligation e.g. in the small hairpin ribozyme, but an understanding of these factors’ impact on the catalytic steps is still missing.

Our aim is to provide a molecular understanding of the tertiary structure effect on the ligation/cleavage equilibrium using all-atom molecular dynamics with enhanced sampling approaches and to clarify the reaction thermodynamics and mechanism for this system using alchemical transformations and mixed quantum-classical approaches.

We will present our first results regarding the identification of relevant conformations in the reactive state, which strongly depends on the force field parametrization and on the specific characteristics of the catalytic site in the initial structures. Specific emphasis was put on estimating the free energy landscape along several key variables, such as the inline attack angle of the cleavage reaction and the hydrogen bonds network. Beyond shedding light on the behavior of the hairpin ribozyme, our findings highlight the crucial importance of using specific enhanced sampling techniques to provide a reliable conformational sampling of the reactant and product states, which is typically not achieved even with microsecond brute force simulations.
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THE CONTRIBUTION OF SHORT LINEAR MOTIFS (SLIMS) TO THE MECHANOSTABILITY OF MECHANOSENSITIVE PROTEINS
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Mechanical forces are involved in a variety of biological processes, including protein degradation, cell adhesion, tissue organization, and muscle function. Proteins are the main participants in these events. These nanomachines fold into specific structures that allow them to use mechanical force at cellular, subcellular and molecular level. Therefore, studying the relationship between the structure and mechanics of proteins is important to understanding protein function. While it is known that \(\beta\)-sheet proteins are more mechanically stable than \(\alpha\)-helix proteins, we are still not able to predict the unfolding forces from specific protein folds.

Atomic force microscopy (AFM) is an excellent tool to measure forces and determine the strength of protein structural folds. Computational biology, on the other hand, allows predicting structural folds, their associated functions and their evolutionary conservation.

The main objective of the project is to find correlations between protein folds, sequence and structural motifs with their mechanical stability by combining AFM experiments to computational tools. This will allow to establish a link between sequence, structure and mechanical stability of proteins.

Gathering and clustering data from experiments and literature was an important step to start our project. We created MechanoProtein database (MPDB) which stores relevant information about mechanical proteins such as their unfolding pattern, unfolding forces and loading rates. In MPDB, proteins are classified into different categories according to their structural folds.

The 3D comparison of proteins having similar folds using distance matrix (DALI) permits their spatial superimposition which allows extracting sequence alignments based on structural features. We used DALI to compare protein domains including ImmunoGlobulin domain of titin (I27), 4th domain of InterCellular Adhesion Molecule (ICAM1), 2nd domain of Vascular Cellular Adhesion Molecule (VCAM1) and ExtraCellular domain of Cadherin-23 (Cdh23EC1). From the sequence alignment of these domains, sequence patterns can be observed. These are called Short Linear Motifs (SLIMs).

For example, we observed the SLiM [NE][LI][KQR]V located in the last beta sheet (G) involved in the unfolding process of I27 of titin\textsuperscript{1,2}. This SLiM is also found in Cdh23EC1, ICAM1 and VCAM1, all mechano-sensitive proteins.

To understand which role each amino acid plays within the motif, we use Steered Molecular Dynamics (SMD) simulations. By fixing the protein from one end (N-ter) and pulling from the other end (C-ter), SMD simulations mimic AFM pulling experiments with the advantage of knowing the position of each atom at each time step which enables us to have an atomistic description of the unfolding process. Preliminary results coughs amino acids in the found SLIM as important for the mechanical stability of the studied domains.
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IDENTIFICATION OF THE TWENTY PROTEINOGENIC AMINO ACIDS USING SOLID-STATE NANOPORES
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Two-dimensional solid-state nanopores (SSNs), including single-layer molybdenum disulfide (MoS2) nanopores, show immense potential to achieve single-residue resolution protein detection technology [1], which is one of the fields with major impact on medical diagnosis. The detection principle behind SSNs is based on measuring the small fluctuations in ionic current as charged biomolecules, in reaction to an external voltage applied across the membrane, move through the nanopore while immersed in an electrolyte. The fundamental premise of this technology is that the single biomolecule passage through a nanopore will alter the ionic current flowing through the pore in a particular way, enabling the current record to reproduce the protein properties such as its amino acid sequence. In this work, we produce translocation data of biological peptides across single-layer nanopores through extensive unbiased all-atom classical Molecular Dynamics simulations. Each peptide is made of one of the twenty proteinogenic amino acids linked to a charged carrier. Based on ionic current blockade signal processing and clustering techniques, we define relevant information that can lead to discrimination of the twenty proteinogenic amino acids. From MD, we extract the peptide-induced blockade events following the two threshold-method which revealed different levels of blockade current. First, we characterize the sub-populations of blockade ionic current 1D distributions from the parameters of Gaussian Mixture Model (GMM). Second, blockade levels of current have been detected by using structural break detection algorithm and characterized by their duration and depth (2D). These data are then used as input in GMM to estimate the mean values of duration and depth clusters for each amino acid, which are extracted by a repeated process. This analysis reveals visually characteristic regions for each amino acid and showing that charged amino acids present the most well-distinguishable regions. This result is an important step forward to the recognition of protein simplified sequences partitioning amino acids into three groups: positive, negative and neutral amino acids, significantly decreasing the size of protein sequence space. These promising findings may offer a route toward protein sequencing using solid-state nanopores.
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Mutations in Human leucine-rich repeat serine/protein phosphatase Kinase 2 (LRRK2) are associated with familial and sporadic Parkinson disease (PD); more specifically, the mutations that cause dephosphorylation of certain key sites could be implied in the pathological mechanism of PD. Serine/Threonine Phosphatase 1 (PP1) is a phosphoprotein phosphatase involved in the regulation of multiple cellular functions, including the dephosphorylation and subsequent inhibition of LRRK2. The LRRK2/PP1 interaction has become a target of interest and we plan to develop peptides interfering with this interaction in order to understand its role in the etiology of PD. Previous research in our group has identified the specific region of LRRK2 that binds to PP1. We employed the LRRK2 sequence identified in the previous experiment (PMGFWSRLINRLLEISPY) to model a peptide that we will use for the next step of our experiments, which is identify the specific region of PP1 that interacts with LRRK2, and identify the key modes of interaction between these two regions.

In order to identify the modes of interaction, we took the LRRK2-based peptide and used it in combination with the catalytic unit of PP1 in docking and Simulated Tempering simulations. These in-silico experiments explored multiple angles of approach between between the two partners. The results we obtained from these simulations showed two main forms of interaction between the LRRK2-based peptide and PP1, both based on salt bridges, but each revolving around one respective key residue of the LRRK2-based peptide: the first complex configuration showed the LRRK2-peptide R7 as the main interactor (with a 37% time fraction of contact in the trajectory), whereas the second complex revolved around E14 (with a 29% time fraction of contact in the trajectory).

With this information in hand, we tested the stability of the two different interaction configurations. We subjected these two main interaction configurations to mutations in the key interaction amino acids of the LRRK2-based peptide. We then proceeded with new Simulated Tempering simulations to test the stability of this poses when the key amino acids are replaced, in order to determine which of these two amino acids has a higher impact on the integrity of the complex.

Pending experimental confirmation, our preliminary results indicate that substituting R7 causes the complex to break faster, and is therefore is the most influential residue in the contact infrastructure of the LRRK2-based peptide and PP1.

**References**

The influence of protein-ligand interactions on protein stability is usually assessed by measurements in the liquid phase. CD spectroscopy appears to be a tool of choice to i) measure the conformation of the protein in different phases and to ii) follow the conformational changes of the protein upon binding.

We therefore studied the stability of the rat odorant binding protein 3 (OBP3), its ability to remain functional and a preliminary test of its ligand binding specificity in the dry state. Solid-state spectra were performed on dry thin films prepared by drop casting of initial buffered aqueous solutions of the rat OBP3 onto optically transparent CaF2 windows and subsequently dried under low vacuum. We successfully recorded CD spectra of solid-state apo OBP3 from 280 to 130 nm. A previously unknown positive dichroic band became measurable in the solvent-free state at 175 nm. The reproducibility of the solid-state CD spectrum of apo OBP3 was confirmed by measuring several individually prepared films. We then assessed the time-dependent alteration of the protein in this dry environment. No change in the spectra was observed (storage at constant humidity with binary saturated salt solution), highlighting the stability of the OBP films on a monthly basis. Our results revealed that protein folding is not affected during film formation and remains stable over long-time scales.

Finally, molecular dynamics simulations revealed that the flexibility of the protein is affected when the surrounding water molecule network decreases. The analysis of unconstraint molecular dynamics simulations revealed a conserved pathway for the ligand entry. Mutations of the identified residues abolish the binding of several odorants, confirming the in silico results.
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XIAP (X-linked chromosome) is one of the human inhibitory apoptosis protein family considered as key regulators of cell death (apoptosis).\(^1\) XIAP is known for its ability to bind caspases enzymes (cell apoptosis initiators and effectors) released from mitochondria, through its baculoviral IAP repeats domains (BIR). Also, it contains an ubiquitin-associated domain (UBA) and a really interesting new gene with a ligase activity (RING) domain. XIAP/caspases binding mechanism results in promoting cell survival. This mechanism is balanced by the action of an endogenous antagonist, the second mitochondrial activator of caspases (SMAC/DIABLO). SMAC binds to XIAP BIR domains through its N-terminal tetrapeptide releasing caspases and reactivating intrinsic signaling pathways leading to apoptosis. Overexpression of XIAP is involved in cancer and autoimmune diseases like Multiple sclerosis. That is why XIAP is considered a potential target especially for cancer therapeutics.\(^2\)

SMAC binding to XIAP-BIR2 domain inhibits XIAP interaction with caspases 3/7. Caspases 3/7 bind more strongly to the linker between BIR1 and BIR2 domains than XIAP-BIR2 domain.\(^3\) The monomeric form of caspase 3/7 (two protein subunits) complexed with linker-BIR2 is unable by itself to elucidate this cross interaction. A dimeric complex is indeed required to well understand the whole process as described in some studies.\(^4\) They suggest that the small subunits of caspase 3/7 of each monomer are interacting in parallel with different parts of XIAP. The first small subunit interacts with the linker, while the other one interacts with the BIR2 domain. This binding mechanism is not very well illustrated. Nevertheless, the comprehension of this mechanism is a key element to design small non-peptide molecules that could reactivate apoptosis effector caspases 3/7.

Replicas of MD simulations of the dimeric system (linker-BIR2/Caspase 3)\(^2\) were carried out in absence and presence of a SMAC mimetic ligand in the literature\(^5\). Throughout these simulations, we highlighted the conformational change induced in the linker/caspase 3 binding following the interaction of the SMAC mimetic ligand with the XIAP-BIR2 domain, and hence leading to liberation of the caspase.

In conclusion, our results have revealed the conformational change in the hydrophobic cluster formed by the caspase small subunit interacting with the linker. Fortunately, this goes along with biological findings, considering this change as a major determinant for the interaction.\(^6\)
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Protein-protein interactions (PPIs) are attractive targets for drugs development as they are critical in a variety of biological processes and pathologies. As an illustration, the interleukin 3 (IL-3) and its α subunit receptor (IL-3Rα) are two proteins belonging to the cytokine (or receptor βc) family, which comprises also IL-5 and GM-CSF. Those proteins are characterized by a two-subunit receptor (subunits α and β) which binds sequentially to the protein (first the α subunit and second the βc). Moreover, they are involved in several disorders like inflammatory diseases or hematological malignancies but IL-3 is specifically involved in atopic diseases, such as allergy. The IL-3/IL-3Rα exhibits a low binding affinity and a complex formed by a mutant form of IL-3 (superkine) and IL-3Rα have emerged from the literature, with an increase of the affinity. The BASIN ANR project is therefore centered around the study of this complex, using experimental and theoretical approaches, in order to decipher in the most precise way its behavior and to eventually propose small compounds of interest with therapeutic potential in the case of atopic diseases. Here, we performed a structural, evolutional and dynamical analyses on this system, more precisely on the interface of interaction. Multiple sequence alignments with several species and molecular dynamics simulations on the human complex have been realized in this context. The evolutionary analysis made on the alignment reveals that the interaction interface is less conserved than the rests of the two proteins. Especially, it appears that the IL-3/IL-3Rα mouse interface is quite different than the human interface. Regarding the dynamical behavior, we observe during long timescale simulations that three different reference conformations are sampled including two already described in the literature and one entirely new which could be associated to a new free energy basin. Finally, since these two proteins are glycosylated, impact of the glycosylation was investigated through MD simulations, but the behavior between the glycosylated and non-glycosylated systems is almost identical, revealing a modest impact of the glycosylation of this system. All those findings will be quite important for the drug design phase of our research project.
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Molecular Dynamics Based Prediction of Fzo1 Transmembrane Domains Structure
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Outer mitochondrial membrane (OMM) fusion is an important process for the cell and organism survival, as its dysfunction is linked to neurodegenerative diseases [1, 2] and cancer [3]. The OMM fusion is mediated by members of the dynamin-related protein (DRP) family, named mitofusins [4]. The exact mechanism by which the mitofusins contribute to these diseases, as well as the exact molecular fusion mechanism mediated by mitofusin, remains elusive. Fzo1, the only mitofusin homologue of the yeast Saccharomyces cerevisiae and embedded in the OMM, was modeled by homology [5] with the mitofusin related bacterial dynamin-like protein (BDLP) as template [6]. However BDLP does not possess any transmembrane part. Thus, the structure of the Fzo1 transmembrane domain, made of two putative helices TM1 and TM2, had to be determined using ab initio methods. The previous prediction [5] used the webserver PREDIMMER [7] to predict the structure of the transmembrane domain. Furthermore, TM1 has a lysine (Lys716) located inside the membrane which could either be protonated or unprotonated. The first construction assumed this lysine to be neutral.

The project consists of solving the structure of the two transmembrane domains of the protein Fzo1, using a multiscale molecular modeling approach, in order to improve the prediction of the structure of TM1 and TM2 with physics based methods. Coarsegrained representations, with the force field MARTINI3, are used in order to sample a massive amount of conformations. We found that the neutral state of the LYS is preferable in the membrane. The most frequent contacts were also studied, and we found that the GX3G motif was often involved. A model was extracted, backmapped into an all-atom representation and its robustness was tested using an all-atom Temperature-Replica Exchange Molecular Dynamics (T-REMD) method simulations. The latter simulations allowed us to produce a refined version of the model of Fzo1.
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Essential thrombocytemia (ET) is a blood cancer. It is characterized by an overproduction of blood platelets and can induce deadly thrombosis. ET was already associated with mutations of JAK2 and MPL proteins in megakaryocytes. MPL is a receptor that triggers the JAK2 signaling pathway when activated.

A third protein was characterized in 2013, namely Calreticulin wild-type (CALRwt). CALR is found in the endoplasmic reticulum (ER) and contains a KDEL motif which is an ER retention motif. Naturally, CALR can't activate the MPL receptor that is outside the megakaryocyte to induce platelet proliferation. However, in 25-30% of patients with ET, the CALR protein has mutations that cause a frameshift; it changes half of the sequence of its last domain (named C-domain) and loses the KDEL motif, i.e. CALR cannot stay in the ER. Moreover, these new variant sequences contain cysteines that give CALR mutants (CALRm) the ability to dimerize. Therefore, CALRm exits the megakaryocytes and forms a homodimer that activates platelet production in an uncontrolled manner by binding the MPL receptor.

We previously proposed a novel classification in five classes (A, B, C, D and E) of these variants that is segmental and allows a better vision of the CALRm sequences. However, among these new classes, some seem unable to induce the disease according to their sequences. Hence, class E and D are devoid of cysteines, contrary to classes A, B and C. Indeed, C-domains are supposed to dimerize through interchain disulphide bonds.

The aim of this study is to analyze the oncogenicity of each class in an ET context based on the analysis of the last domain of CALR that is affected by the frameshift. We analyzed the dynamics of each CALRm class (and CARLwt) in both monomeric and dimeric forms to correctly classify these variants in terms of dynamic properties. Our results show that the dynamic properties of classes A, B and C are different but share characteristics such as the ability to form a dimer. Class E and D can't form dimers since they don't have cysteines, and even by forcing two monomers by distance constraint to form a dimer, the dimer chains instantly repulse each other.

The conclusion is that classes A, B and C could induce ET, but only as they share new Cysteines. Classes E and D are similar to CALRwt, and cannot provide a dimerization. Therefore we propose the hypothesis that they are probably not involved in the disease, and class E represents only simple human polymorphism.
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DECRYPTING THE STRUCTURAL DEFECTS FROM SNP VARIANTS OF ABCB4 TRANSPORTER BY MEANS OF MOLECULAR DYNAMICS SIMULATIONS
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Bile secretion is an essential function of the liver for the elimination of xenobiotics and endogenous metabolites. This function mostly relies on membrane transporters located at the canalicular membrane, such as the ATP-binding cassette (ABC) transporter ABCB4. Variations in the ABCB4 gene were reported with rare liver diseases. Most of them are missense variations that were associated with the modulation of protein expression, intracellular trafficking, or ABCB4 secretion activity1. In this context, the present study aims to provide insights into structural defects of selected ABCB4 SNP mutants by means of molecular dynamics (MD) simulations, supported by cellular and molecular biology experiments.

Taking advantage of the recent cryo-EM resolutions2,3 of ABCB4 transporter, ms-scaled MD simulations were performed considering (i) different bound states (i.e., ATP- and/or PC substrate ABCB4), and (ii) two lipid bilayer models (namely, symmetric and asymmetric). The overall ABCB4 dynamics was monitored to decipher key structural features along the transport cycle. Furthermore, local structural impact arising from SNP mutations were assessed by mutating WT-ABCB4 using alchemical transformation. Particular attention was paid to the local structural impact of I490T mutant in order to provide structural hints associated with functional impairments.
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INVESTIGATION OF A NOVEL PRESSURE-SENSITIZED TACAN STRUCTURE UNDER HIGH-THRESHOLD SYSTEM PRESSURE
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TACAN has been shown to contribute to the mechanical hyperalgesia with the mechanism unknown. In 2020, Lou Beaulieu-Laroche et al. proposed that TACAN may function as a high threshold mechanically activated ion channel involved in sensing mechanical pain[1]. However, other research groups deny the potential role that TACAN may play in the mechanical signaling path across the cell membrane. Taken all together, despite the previous report that suggested TACAN might function as a high-threshold mechanically activated cation channel responsible for sensing mechanical pain in mice, the mechanism of mechanosensation and ion permeation mediated by TACAN channel remains elusive and awaits further investigation. In this study, we show a novel human TACAN dimer structure. It is a homodimer with each monomer consisting of a body, a spring and a blade domains. More importantly, we found that all the helices of the body and the spring domains are specifically associated with 11 membrane lipid molecules. Particularly, a lipid core, residing within a cavity formed by the two body and spring domains, contacts with the helices from the body and spring domains and extends to reach two symmetrically arranged lipid clusters. Actually, a previous study showed that the membrane lipids have the intrinsic feature leading to the possibility of soliton propagation in nerves[2]. Therefore, our results shall suggest that the cryo-EM structure of TACAN associated with lipids is novel and the membrane lipids may play an important biological role in tuning the function of TACAN upon mechanical (eg. pressure) stimuli. TACAN may use membrane lipids to directly sense and transduce the mechanic stimulus, whereas the protein part of TACAN may function to modulate the action of lipids. Molecular dynamics simulations suggest that TACAN isn’t an ion channel, but signal transduction along TACAN tends to be gated by the membrane cardiolipin lipids upon high-threshold pressure stimuli upon upstream mechanical force.
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UNRAVELLING WATER TRANSPORT PATHS IN HALOALKANE DEHALOGENASE AND EVALUATING THE ROLE OF WATER MODELS IN TRANSPORT EFFICIENCY
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Background: Enzyme active sites can be buried deep within the core of the protein[1]. The buried active sites are accessible through tunnels, which allow access of ligands, solvents, and ions [2]. Molecular dynamics simulations are the preferred method for studying tunnel dynamics and molecular transport within proteins, as their viability often change notably with a protein conformation [3]. DhaA, an environmentally relevant enzyme with buried active site that uses water as a major catalytic component, was selected as model system due to its well-studied nature [4].

Objectives: i) to establish a method for routine analysis of transport through tunnels, ii) to characterize the tunnels and their use by water molecules in DhaA, and iii) to evaluate the effects of different water models on probability of their transport via tunnels.

Methods: The starting structure was obtained from the RCSB PDB[5] database, and the simulations were performed using Amber software[6]. A total simulation time of 5 μs was achieved with adaptive sampling (HTMD[7]). The tunnels were then calculated using CAVER 3.0[8] and the movement of the waters was tracked using the AQUA-DUCT tool[9]. The migration of water molecules through the tunnels was analyzed using TransportTools[10]. The effects of different water models on the tunnels and their transport were evaluated through Comparative analysis module of TransportTools, on simulations performed using different tunnel geometries extracted from the adaptive sampling simulation with protein backbone restrained.

Results: The developed method enabled us to efficiently identify several ensembles of tunnels used by waters molecules to reach the active site of DhaA. Among those, all well-established tunnels were present but also novel transient tunnels capable of water transport were detected. Curiously, about 20 % of the water transport occurred through the tunnels with radii below 1.4 Å but enriched in hydrogen bonding facilities. We have established that the water model used in the simulation markedly affects the volume of waters entering the protein.

Conclusions: A methodology was developed to routinely analyze the transport paths used in proteins. We have observed that DhaA has multiple tunnels through which water is transported, including those with unexpectedly low radii. Importantly, the water model used in simulations affects the rates of transport via those paths making the selection of an appropriate model critical for accurate inference into transport kinetics.

This research was supported by POWR.03.02.00-00-I006/17 project. The calculations were performed at the Poznan Supercomputing and Networking Center.
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The RNA silencing pathway is a crucial biological process that regulates gene expression and protects the genome from foreign nucleic acids. In the nematode *C. elegans*, this pathway involves small RNA amplification mediated by RNA-dependent RNA polymerases (RdRPs) and the formation of perinuclear germline foci called Mutator foci. The Mutator foci is a biomolecular condensate that arises from liquid-liquid phase separation and plays a critical role in the efficient processing and silencing of target RNAs. Several Mutator complex proteins, including Mut-16 and MUT-7, localize to these foci and facilitate small RNA amplification.  

Recent studies have identified the protein Rde-2, which is recruited by Mut-16 and has a prion-like N-terminal domain that may interact with the Mut-16 condensate. The C-terminal domain of Rde-2 is globular and recruits the exonuclease (Mut-7). In this study, we performed the multi-scale molecular dynamic simulations of the Rde-2/Mut-16 interaction that revealed the particular residues and type of interaction responsible for the recognition of Rde-2 to Mutator foci. The simulations were performed in three resolutions: residue-level coarse-grained simulation (HPS/CALVADOS2 model), near-atomic coarse-grained simulations (Martini3), and atomistic simulation. The results showed that the recognition of Rde-2 to Mutator foci was facilitated by cation-π interaction and are possibly sensitive to the protein’s post-translational modifications. The elucidation of the molecular details of protein recruitment in mutator foci will deepen our understanding of the RNA silencing pathway and its regulatory role in gene expression.
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Due to their widespread applications, ranging from diagnosis and drug delivery to actuators, and sensors, there is a growing interest in mastering the behaviour of magnetic nanoparticle assemblies under the influence of external magnetic fields 1-4.

Here, we present the first observations of in situ X-ray microscopy showing the dynamical behaviour in liquid phase of magnetic aggregates upon application of a magnetic field. The varieties of, sometimes unexpected, observations have been modelled and simulated using a Molecular Dynamics approach. Our interpretation allowed to validate the experimental results and it pushes forward the understanding of the magnetic-driven self-assembly processes under dynamical conditions.

From an operative point of view, a relaxed state of clusters with different shapes and sizes is first generated, wherein each cluster is composed of an assembly of nanoparticles, modelled as spheres with a diameter of 100 nm. Particles are considered as ferrimagnetic (Fe3O4) and characterised by a magnetic dipole to enable dipole-dipole interactions. Van der Waals interactions between first neighbours are incorporated in the model to favour the aggregation of particles into clusters and repulsive Lennard Jones potential to prevent their overlapping. Newton's equations of motion are implemented in a Verlet algorithm to compute both position and velocity of the ensemble of particles for each simulation step. Additionally, magnetic moments are evaluated inside a loop of convergence where dipoles are allowed to rotate to align along the local field, i.e. to reach their lowest magnetic energy. Finally, a damping method is used to quickly drive the system towards a stable configuration.

The evolution of several clusters of nanoparticles have been followed by varying both the intensity and the direction of the applied magnetic field. Simulations indicate that the clusters elongate up to a critical field value, above which a decrease of their length is observed. Besides, the separation of large clusters into sub-structures and their rotation is observed in regions presenting a lower density of nanoparticles, i.e. cluster's fragile zones. We demonstrated that these fragile zones play a key role in the dynamical evolution and stability of the clusters upon the applied field.

Finally, numerical simulations are in excellent agreement with the experimental observations and additional simulations are currently being performed in order to deeply dive into the mechanism driving this behaviour of the nanoparticles.
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ATLAS: LARGE-SCALE ANALYSIS OF PROTEIN FLEXIBILITY THROUGH MOLECULAR DYNAMICS SIMULATIONS
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Despite the disruption caused by AlphaFold2 release in the field of structural bioinformatics, the problem of the analysis and prediction of protein dynamic properties still remains one of the most important challenges. In our recent work [1], we have developed a Deep Learning based prediction tool of protein flexibility in terms of B-factor classes. However, the precision of the predictions is limited by the experimental variability of the protein flexibility measurements, mainly B-factors in this case [2]. To overcome this issue we decided to use molecular dynamics simulations following a standardized protocol to obtain diverse and precise flexibility descriptors well suited for machine learning. We therefore created ATLAS, a database of molecular dynamics simulation on a large and representative set of protein structures, covering more than 84% of the proteins with known ECOD [3] class X (possible homology). ATLAS contains the dynamics of 1,000 proteins organized in overlapping datasets, each non-redundant in terms of ECOD domains Xclass: mono-domain proteins filtered at 0.5 and at 0.6 of TM-score to obtain dynamical properties not biased by potential partner proteins, as well as chains coming from multi-chains complexes to sample even more protein folds. All these dynamics have been carefully analyzed, manually reviewed and integrated in the form of a website containing interactive diagrams of protein analysis, trajectory visualization, and the associated downloadable data.

Every protein chain of the ATLAS database was simulated in 3 all-atom molecular dynamics replicates, using GROMACS [4] with the CHARMM36m force field [5]. Each replicate was performed in a water solution (TIP3P) under room temperature (300K) for 100 ns, using a triclinic box and Na+/Cl- ions at a concentration of 150 mM.

The obtained data allow us to propose novel flexibility prediction tools as well as important observations on the role of protein flexibility in molecular function. We report detailed analysis of the molecular dynamics trajectories in terms of the global protein behavior (RMSD, gyration radius, contact map dynamics), as well as its local flexibility of the protein backbone (RMSF, dihedral angle deviation, Neq, DSSP fluctuations). We compare our simulation results to experimental data, functional residue annotation as well as to the confidence of prediction of AlphaFold2 [6] models (pLDDT). We demonstrate that the obtained data provides evidence of protein dynamic properties, which was not available neither in the original structural data, nor from the AF2 predictions.
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MEMCROSS, A NEW TOOL TO EVALUATE MEMBRANE PERMEATION COEFFICIENTS OF DRUG-LIKE MOLECULES BY MD SIMULATIONS
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Membrane crossing events are key in the pharmacokinetics of xenobiotics. Among them, passive permeation is the most ubiquitous. Therefore, an accurate and cost-effective prediction of permeation coefficient (logPerm) is highly valuable. Among the theoretical methods to predict logPerm, all-atom molecular dynamics simulations are versatile and can provide an accurate description of all intermolecular interactions. However, the cost associated with the required sampling often limits to the study of a few small permeants.

Here, we present MemCross, a tool based on the inhomogeneous solubility-diffusion model and the Accelerated Weight Histogram (AWH) method, and which takes subdiffusion\textsuperscript{1} into account. We report the first use of AWH on all-atom membrane simulations.\textsuperscript{2} The ease of use of MemCross and its relatively fast convergence allowed to benchmark it on more than 350 xenobiotics (mostly drugs) for which experimental logPerm are available. We believe this is the largest study performed with drug-like database, while performing all-atom MD simulations, totaling more than 1.2 millisecond of simulation time. A very good correlation was obtained with experimental logPerm of PC-based liposomes ($R^2 = 0.83$). Thus, MemCross is a flexible and affordable tool to evaluate logPerm of xenobiotics, while providing an atomistic description of the permeation process.

References


MODELING THE EFFECTS OF PHOTO-INDUCED DRUGS IN A BIOLOGICAL MEMBRANE MODEL BY MOLECULAR DYNAMICS SIMULATIONS
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In this work we study, by molecular modeling and simulation, the effects of a photo-induced molecular switch based on a cyclocurcumin derivative on model lipid bilayers of different composition. Two systems consisting of 1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine (DPPC) as well as a mixture of three different lipids (DPPC, DOPC, cholesterol) were used to mimic cell membranes. The cyclocurcumin derivative can be used in light-activated chemotherapy to selectively induce cell death by perturbing cellular membranes due to its structural perturbation brought by the E/Z photoisomerization\textsuperscript{1}. This approach is an appealing alternative to conventional photodynamic therapy (PDT) because it is operative also in absence of oxygen, and hence could be efficient for hypoxic tumors.

Classical molecular dynamics simulations were used to investigate the interaction of the chromophore with the lipid bilayers. We also used enhanced sampling simulations via the coupling of ABF and Metadynamics (meta-eABF) to determining free energy profiles for the penetration of the switch in the membranes.

Additionally, the effects of different concentrations of chromophore, as well as the photoswitching, i.e. E/Z photoisomerization, on the membranes structural parameters were investigated and compared. We show that the interaction with the DPPC-only membrane is highly dependent on the concentration, furthermore we also evidenced a transition in the arrangement of the photoswitches from ordered to disordered state\textsuperscript{2}. In the more complex membrane, we showed that the cyclocurcumin derivative interacted differently, causing less profound damages and changes in the lipid bilayer. However, for both membrane models we confirmed that the structural parameters of the bilayer are differently affected by the two isomers, and hence can be modulated through photoswitching, offering interesting perspectives for future applications.
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FINDING HITS IN LARGE CHEMICAL SPACES BY COMBINING DOCKING WITH DEEP LEARNING
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On-demand synthesizable screening libraries have been growing very rapidly in the recent years to reach several tens billions of compounds. Exploring such large and diverse chemicals spaces in screenings would enable the discovery of more-potent hits and new scaffolds. But applying physics-based virtual screening methods in an exhaustive manner on such big libraries would be cost-prohibitive.

Here, we introduce a protocol\textsuperscript{1,2} for machine learning-enhanced molecular docking based on active learning to dramatically increase throughput over traditional docking. We will see how such approach enables the identification of the best scoring compounds and the exploration of a large region of chemical space. Together with automated redocking of the top compounds, this method captures almost all the high scoring scaffolds in the library found by exhaustive docking.

The performances of this protocol were assessed on virtual screening campaigns, and we observed it can produce several highly potent, novel inhibitors at a reduced computational cost but preserving the diversity of the experimentally confirmed hit compounds.
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COARSE-GRAINED MOLECULAR DYNAMIC METHODS IN EXPLORATION OF LIGAND TRANSPORT PATHWAYS INSIDE LARGER PROTEINS WITH BURIED ACTIVE SITES
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Background: Biochemical reactions occur in active sites of enzymes, which are often buried deep inside the protein core and connected to the bulk solvent through molecular transport paths, called tunnels. These tunnels were proven to be important targets for protein engineering and drug discovery [1]. As proteins are dynamic in nature and most tunnels are transient, molecular dynamics (MD) simulations are the method of choice for their study. However, given the rare opening of tunnels, their identification and analysis often require extensive and time-demanding simulations. Coarse-grained (CG-MD) simulations are, in general, capable of overcoming sampling limitations of classical MD (cMD). Therefore, we investigated to what extent CG models are suitable for tunnel analysis given their compromised resolution.

Methods: Replicated cMD & CG-MD simulations (5x 5 μs for each model) were carried out for a model system haloalkane dehalogenase enzyme (DEHAL), using AMBER18 package with SIRAH CG [2] and MARTINI CG models [3]. Tunnels were analyzed with the CAVER3 and TransportTools package [4].

Results: Since we have initially observed the compromised secondary structure of DHEAL in SIRAH CG simulations, we have developed a protocol for restraining α-helices and β-sheets. This approach reduced the secondary structure loss to around 5% in α-helices and effectively prevented disruption of β-sheets, while maintaining the protein RMSD (< 5 Å), comparable to other extensively used CG models. Exploration using MARTINI CG method with elastic network generated RMSD (< 4 Å) and relatively stable CG simulations. Regarding their application for tunnel analysis, both CG methods managed to identify all experimentally confirmed tunnels in agreement with cMD. The geometry of CG tunnels was similar to cMD, but there was a tendency for tunnels being somewhat narrower and longer. Additionally, we have systematically identified several tunnels not observed in cMD previously, suggesting improved sampling of tunnels in significantly reduced run-times.

Conclusions: CG models constitute a promising approach to investigate tunnels in proteins with significantly reduced computational demands compared to traditional methods, opening new possibilities for the identification of tunnels in large protein systems and massive datasets.

Acknowledgments: This research is supported by National Science Centre, Poland (2017/26/E/NZ1/00548), and the calculations were performed at the Poznan Supercomputing and Networking Center.
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Background: Endocrine Disrupting Chemicals (EDCs)\(^1\) are chemical substances external to a human body which mimic the endogenous hormones and cause a hormonal imbalance evoking for ex. fertility alterations or sex organ cancers. Also hormones delivered as pharmaceutics are described as EDCs. Those substances are usually steroid hormones characterized by a low solubility in water hence by a poor bioavailability. Therefore, in terms of EDCs we stand in front of two problems: EDCs removal from the environment and bioavailability enhancement of EDC-like medication. Cyclodextrins (CDs) are cyclic oligosaccharides. A chemical substance can be placed in their void so they are used both as toxin removing agents and as drug-carriers\(^2\). Inner structure and interaction energies of the specific EDCs-CDs complexes is a crucial information about the complexation possibility. Performance of experimental analyses can be supported by the molecular modelling. According to our literature reviews\(^3-5\), the main computational approaches gaining the importance in this topic are: Density Functional Theory (DFT) calculations, Free Energy Perturbation\(^6,7\) calculations, application of polarizable force fields (FFs)\(^8-11\). However, in terms of DFT, there is no consequence in the applied computation parameters what strongly influences the obtained results. In terms of FEP: this method has been so far used only for the macromolecules but is promising also for smaller systems. In turn, the polarizable FFs which can be also used for FEP, describe the ionic and polar interactions more accurately when compared to additive force fields but this method requires parametrization process for small molecules (ligands).

Objectives: Analysis of the chosen CD-EDC (estradiol, progesterone, bisphenol A) complexes by using various molecular modelling methods, choice of computational parameters and methods which most accurately describe such systems.

Methods: In the DFT approach, the following calculation parameters were compared: functionals (B3LYP, M06-2X), water models (PCM, SMD), presence or absence of dispersion correction. Thermodynamical parameters were calculated and compared to the experimental ones. Calculations were performed in Gaussian16 software. Semi-empirical approach (PM6 and PM7 with and without water models and dispersion corrections) and MD-MW molecular dynamics were made as a comparison. As a polarizable force field, AMOEBA FF-11 was used. For the FF parametrization the Tinker software was applied.

Results and conclusions: DFT and semi-empirical approaches show the best agreement with the experimental data when a water model and dispersion correction are applied. Polarizable FF parametrization for estradiol, progesterone, bisphenol A and cyclodextrin unit has been successfully completed. The obtained parameters can be now used to perform FEP in classical and polarizable FF.
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BLOCKS SELFIES, A NEW METHOD TO EXPLORE THE CHEMICAL SPACE OF PROTEIN LIGAND INTERACTIONS
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The exploration of the chemical space is a critical task in De novo drug Design. Using genetic algorithm (GA) and derivative methods, it is theoretically possible to progressively change the chemical structure of a molecule. Therefore, it allows exploring the neighborhood of the original molecule in the chemical space.

Our method was developed from the STONED SELFIES algorithm\textsuperscript{1}. It is a pseudo GA that is based upon a molecular string representation called SELFIES\textsuperscript{2}. A Molecular string representation can be understood as a language where a molecule is a “sentence” and its bounds and atoms are “words”. The “words” of SELFIES language are string tokens. They are particularly suitable for GAs because they can be easily deleted, inserted and replaced. However, SELFIES have a complex syntax that is relatively fragile. The random mutations used in GAs may introduce errors that result in the truncation of the chemical structure.

In our study, we have quantified the truncation rate of mutated SELFIES obtained with STONED SELFIES. We found out that even limited truncation can lead to malformed chemical structure. Therefore, we propose a new method where the mutations are not made tokens by tokens but by blocks of tokens. A block is defined as an ensemble of tokens that are completely independent from the rest of the tokens in a SELFIES. We present a case study of optimizing the chemical structure of Celecoxib\textsuperscript{3}, a well-known Non-steroidal anti-inflammatory drug, to improve its affinity to cyclooxygenase 2.
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The Solvent-Excluded Surface (SES) is a critical representation of molecular systems. It is widely used to support the exploration and understanding of molecular interactions for basic research in structural and computational biochemistry and drug discovery applications. The calculation of the SES is computationally intensive which renders its use on large molecular systems unpracticable due to the limited scalability of its current implementations. Its fast computation has remained a challenge originating from the difficulty to process and store its structure. We show that, based on our work leveraging advances made in its depiction, we can compute and render the SES of large molecular systems on GPUs. Thanks to its ability to reduce memory consumption while keeping competitive processing performance, our method will support the illustration of molecular dynamics of small- and large-scale systems as well as making available high-quality rendering of this surface on lower-end hardware.
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Efficient GPU computation of large protein SES for molecular illustration
EXPLORING SELF-HEALING PEPTIDE HYDROGELS THROUGH EXPERIMENTAL AND COMPUTATIONAL DIALOGUE
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The exploration of the chemical space is a critical task in De novo drug Design. Using genetic algorithm Hydrogels are 3D networks either composed of crosslinked hydrophilic polymers, block-copolymer micelles, colloids, or peptides\cite{1}. These networks are capable of swelling in water resulting in the formation of soft materials that bear similarities to biological tissues due to their high-water content, porous structure, and mechanical properties\cite{2}.

We aim to develop supramolecular hydrogels with stimuli responsive properties using sequence-defined low molecular weight hydrogelators (LMWH). Specifically, we observed the successful gelation of a tripeptide Fmoc-FFpY with a tyrosine phosphate group (pY) that imparts water solubility and self-assembly properties in the presence of NaCl.

Interestingly, these hydrogels bear different structural organizations according to the temperature or ionic strengths, leading to tunable hydrogels with various physical properties. To understand these effect at the atomic scale, numerous computational studies were conducted, mainly through molecular dynamics, for various environments (concentration, temperature, packing) and compared to experimental data such as infra-red spectroscopy (IR), circular dichroism (CD) or transmission electron microscopy (TEM).

The present study reveals a high degree of agreement between the experimental observations and the theoretical models, thereby highlighting the efficacy of a computational methodology in generating meaningful outcomes. Collectively, these results underscore the prospective applicability of computational investigations in the design and advancement of supramolecular hydrogels exhibiting desirable properties.
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LIBPROTEIN: A RAPID AND VERSATILE ANNOTATION LIBRARY FOR PROTEIN POST-TRANSLATIONAL ANNOTATIONS
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1 Introduction
Protein are complex biological molecular entities defined primarily by their amino acids sequence. Upon or after ribosomal translation, the messenger RNA is transformed into a polypeptide chain, often these amino acids may further be processed into more complex entities with the addition of functional groups such as carbohydrates, pyrophosphates or other small chemical entities. [1], [2] Since these co- or post-translational modifications are diverse and spread into multiple databases it is difficult to assemble these data, and therefore even more complex to reuse them for bioinformatics studies. The aim of this project is to ease protein PTM retrieval and annotation, and to provide usage examples.

2 Implementation and user cases
LibProtein is a C++ library allowing the retrieval and annotation of any given protein with modifications available first in uniprot. It contains an internal representation of PTM as a 3-letter code. This library also contains annotations from SCOP, CATH and PFAM to enrich sequences with functional domains descriptions. The library implementation is flexible enough to envision the incorporation of experimental or predictions of PTMs.[3], [4] These additional annotations will provide a more complete overview of a given protein life cycle.

The library allows to enrich structure analysis in PyMol by the addition of annotations tags into the protein sequence (PTM, families and categories), to provide data for machine learning development, and to score protein structure models often lacking PTM predictions. [5], [6]
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Covalent inhibitors are typically characterized by the formation of a chemical bond between an electrophilic moiety (warhead) on the ligand part and a nucleophilic residue, most commonly cysteine, of the protein target. Though many existing covalent docking tools are successful, they have several limitations. They require time-consuming tasks such as pre-processing of ligands (standardization, filtering based on warheads type), setting up of reactions, protein preparation, complex formation, etc... They can only be used to dock a small library of compounds due to the high CPU time needed for performing covalent computations and scoring, rendering them unsuitable for performing large-scale virtual screening. We developed a toolkit for performing automated covalent docking in a fast and effective manner by combining GOLD, MOE, KNIME, and Python programs. In a first step, a KNIME workflow was developed to perform ligand preparation in a manner compatible with the covalent docking protocol of GOLD. The protein structures were prepared using the MOE QuickPrep module. Subsequently, a Python program was written to perform the covalent docking of ligands, by invoking the GOLD docking engine, in a parallelized fashion. Finally, the protein-ligand complexes were generated for the docking poses by calling a submodule of the Python program. We applied this toolkit retrospectively on six targets (NUDT7, OTUB2, EGFR, Cathepsin K, XPO1, and HCV NS3 protease) with known crystal structures and sets of active and inactive covalent inhibitors and assessed the potential of four GOLD docking scoring functions (GoldScore, ASP, ChemScore, and PLP). For most of the targets, the virtual screening metrics were satisfactory for the different scoring functions, demonstrating the program’s usefulness in performing prospective virtual screening.
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Knowledge of the 3D structure of proteins is a valuable asset for understanding their precise biological mechanisms. However, the cost of production of 3D structures and experimental difficulties limit their obtaining. The proposal of 3D structural models is consequently an appealing alternative. The release of the AlphaFold Deep Learning approach has revolutionized the field\(^1\). The near-complete human proteome proposal\(^2\) makes it possible to analyse large amounts of data and evaluate the results of the approach in greater depth. The 3D human proteome was analysed in light of the classic secondary structures (α-, 310- and π-helices, bends, turns, β-sheets and coil), and many less-used protein local conformations (PolyProline II helices, type of γ-turns, of β-turns and of β-bulges, curvature of the helices, and a structural alphabet).

Some conformations are over-represented in high confidence index (pLDDT) regions, i.e. α-helices. At the opposite, PolyProline II helices are surprisingly encountered with a low confidence index. It is more striking for γ-turns that are never associated to high pLDDT while β-turns had not this issue. Another unexpected result is cis ω angles (associated or not to Proline), they are never correctly predicted (low pLDDT), a problematic case as they are often associated to biological function. The rate of β-sheet is lower than expected in the human proteome. It is well know that it is the most complex classical secondary structure to predict. However, these analyses underlined that the corresponding β-strand Protein Block d have correct occurrences. Perhaps some local conformations with Protein Block d correspond to non-finished β-sheets, i.e. there could be a potential under-representation of β-sheets by AlphaFold 2.

Without questioning the global quality of the approach, this analysis highlights certain local conformations, which maybe poorly predicted and they could therefore be better addressed.\(^3\)
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Lipid droplets (LDs) are cytosolic organelles that play a vital role in maintaining cellular lipid homeostasis by acting as an energy reservoir and protecting cells from lipotoxicity. They have a unique composition comprising of a central hydrophobic core of neutral lipids, mainly triglycerides (TGs) and sterol esters (SEs), surrounded by a phospholipid monolayer decorated with a great diversity of LD-specific proteins. LD biosynthesis takes place in the endoplasmic reticulum (ER), whereby the neutral lipids are synthetized as well. In mammalian cells, the synthesis of TGs is catalyzed by acyl-CoA: diacylglycerol O-acyltransferase 1 (DGAT1), an enzyme that belongs to the membrane-bound O-acyltransferase (MBOAT) enzyme family [1]. Despite its physiological importance, a detailed understanding of how TG molecules are synthesized into the ER remains elusive. However, the recent determination of the 3D structure of DGAT1 using cryo-electron microscopy [2,3] has opened new avenues for understanding its mechanism. To investigate the dynamics of DGAT1, we used molecular dynamics (MD), a physics-based computational approach that allows to study the behavior of molecules over time. We carried out MD simulations at both atomistic and coarse-grain levels, using the 3D structure of DGAT1 dimer in a model lipid bilayer enriched with its natural substrate, di-oleoyl-glycerol (DOG).

Our simulations reveal that DOG can enter the catalytic pocket of DGAT1 through a huge transmembrane, hydrophobic cavity. Despite showing diverse entry pathways, likely related to the different conformations adopted by the acyl-donor substrate oleoyl-CoA, DOG mostly penetrate the catalytic pocket from the luminal leaflet of the ER. Moreover, thanks to the conical shape of DGAT1, our simulations show a non-negligible deformation in the surrounding environment, where the membrane assumes a positive curvature. Hence, our simulations suggest a preferential localization of DGAT1 on positive and highly curved membrane regions of the ER.

Taken together, our findings offer new insights into the role of DGAT1 in LD formation in the ER. We speculate that the local accumulation of DOG, the precursor of TG, in curved regions of the ER [4] matches the preferential localization of DGAT1 in the ER membrane, thereby positively promoting the tendency of LDs to form in those specific areas [5].
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SIMULATIONS OF THE NUCLEOSOMAL DNA: MAPPING THE RADICAL CATION GUANINE
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An overexposure of DNA to an oxidative stress may result to various diseases related to mutations, especially cancers\textsuperscript{1}. Therefore, understanding the behavior of the DNA oxidative damages is of medical and pharmaceutical interest. Guanine has the lowest ionization potential among the 4 DNA nucleobases\textsuperscript{2} thus it is the most likely to be oxidized. However, the guanine redox properties can be impacted by the biomolecular environment around the nucleobases, which modulates the charge transfer ability of the DNA double strand. Then, the specific environment of the nucleosome, the fundamental unit of the chromatin, must be considered to understand DNA oxidative damages in cell. The nucleosome is composed of double-stranded DNA wrapped around four histone dimers rich in positively charged residues, which leads to a wide landscape of DNA-protein interaction.

Here, we investigate the factors and effects that can modulate the ionization potential of guanines in the nucleosome with a focus on their interactions with histone flexible N-terminal tails by means of a multi-scale approach. We combine classical molecular dynamics simulation at the µs scale and QM/MM calculations based on the FO-DFTB/MM\textsuperscript{3,4} approach. This method allows us to determine the ionization potential of a large number of nucleobases and the electronic coupling between them.

According to our results, the proximity of positive charges from histone tails or sodium cations seems to be the most predominant cause of variation of the ionization potential. Sequence and orientation towards the nucleosome core have little impact on this redox property. The electronic coupling values mostly depend on the geometry of the considered guanine pair, but the strongest ones are compatible with sub-nanosecond charge transfers (tens of meV). Our understanding of the combinatorial impacts of the structure and dynamics of nucleosome on the DNA charge transfer parameter is currently limited by our sampling but also by our use of conventional approach. Consequently, we want develop machine learning algorithms to improve our analysis and predictive power of nucleosomal guanine redox properties.
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VTX: HIGH-PERFORMANCE MOLECULAR STRUCTURE AND DYNAMICS VISUALIZATION SOFTWARE
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Molecular visualization is a critical task usually performed by structural biologists and bioinformaticians to aid three processes that are essential in science and fundamental to understand structural molecular biology: synthesis, analysis and communication [1].

Here we present VTX, a new molecular visualization software that includes a real-time high-performance molecular graphics engine dedicated to the visualization of large structure and dynamics of molecular systems. It is capable to process most molecular structures and trajectories file formats. VTX disposes of an interactive camera system controllable via the keyboard and/or mouse that includes different modes: 1. a classical trackball mode where the camera revolves around a fixed focus point and 2. a first-person free-fly navigation mode where the user fully controls the movement of the camera. VTX includes an intuitive and highly usable graphical user interface and tools designed for expert and non-expert users. It is free for non-commercial use at http://vtx.drugdesign.fr

Figure 1. Illustration of VTX Graphical user interface on the structure of the human HIV Capsid (2.5 million atoms, PDB ID: 3J3Q).
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Fuzzy complexes are a relatively new type of protein interaction involving one or more intrinsically disordered elements which proved more and more biologically important in the past two decades [2]. Intrinsically disordered protein Tau is known to stabilize microtubules (MT), but little is known regarding its interaction with the intrinsically disordered C-terminal tails (CTTs) of tubulins [3]. We used all-atom molecular dynamics simulations to decipher the behavior of the R2 repeat domain of the Tau protein in complex with 3 tubulin monomers β-α-β. We built the C-terminal tails corresponding to isotypes βI-αI-βI and βIII-αI-βIII by homology. Our analysis confirmed the existence of a highly stable interface area involving Ser289, a serine notably phosphorylated in Alzheimer’s disease [4], and revealed a modification of the dynamics of CTTs in presence of R2. The latter result gives more weight to Lessard and Berger’s idea that interactions between kinesins and MT could be indirectly mediated by the presence of Tau [5]. We also propose a “wrapping mechanism” of the CTTs around R2 which might provide more insight regarding the stabilizing impact of CTTs in Tau/MT complexes observed by Hinrichs et al [3].
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MODELLING THE CRYSTALLIZATION OF CARBAMAZEPINE

RADOST HERBOTH*a, ALEXANDER LYUBARTSEV*a

*a Department of Materials and Environmental Chemistry, Stockholm University, Svante Arrhenius väg 16C, 106 91 Stockholm, Sweden

Polymorphism, the ability of a material to crystallize in different solid forms, is highly common and mostly unpredictable based on molecular structure1. This poses a challenge especially in the manufacturing of effective drugs, where active pharmaceutical ingredients (APIs) may crystallize in polymorphic forms that differ greatly in their physical and chemical properties, like solubility and thus bioavailability. The polymorphism of many APIs is known and the various structures have been characterized and studied extensively. However, there is still a lack of feasible methods for directed crystallization of the desired forms.

This work employs computational tools to study the crystallization of APIs using an example with well-documented polymorphism, carbamazepine (CBZ). CBZ is an established drug in the treatment of epilepsy and trigeminal neuralgia2. Its polymorphism has been thoroughly investigated and four anhydrous forms of the molecule are known: A P-monoclinic form known as Form III, a trigonal form known as Form II, a triclinic form known as Form I and a C-monoclinic form known as Form IV3. Moreover, a monoclinic dihydrate form has been reported to crystallize in water4. The polymorphs are seen to have different thermochemical properties5 and show differences in plasma concentration after administration as a drug6.

The free energy landscape of the crystallization process is first explored in terms of adsorption/dissolution of molecules at a crystal surface. We computed the potential of mean force (PMF) of a carbamazepine molecule at ten different surfaces, among them surfaces of three anhydrous polymorphs (Forms I, II and IV), four crystal surfaces for the most stable one (Form III with surfaces 010, 001, 100, 011 and 102) and two surfaces of the dihydrate (010 and 001). The resulting PMFs are then used to compute the number of states that would correspond to crystal growth. We found that only in Forms I, III (100 surface), IV and the 001 surface of the dihydrate, the attachment of the molecule occurs in this way, while other surfaces show attachment with parts of the molecule rotated by 180º (Forms II and III in 010, 011 and 102 surfaces) or in completely random orientations (Form III 001 surface and dihydrate 010 surface).

We hope to relate this to experimental findings of the morphology of the crystals, so one can pinpoint the dominant direction of crystal growth and offer an explanation for the stability of certain polymorphs over others.
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Integrated methods combining NMA (using ENM or full atomic models), molecular dynamics, and experimental data from biophysical techniques such as X-ray crystallography, NMR, SAXS, EM, and FRET have been found useful for studying the correlation between the complex structural dynamics of macromolecules and their mechanisms of function\textsuperscript{1,2}. These hybrid approaches allow efficient sampling of the conformational space, taking into account both slow and fast movements\textsuperscript{2}. The main protease of SARS-CoV-2 (called Mpro or 3CLpro) is essential for processing polyproteins encoded by viral RNA. Several Mpro mutations were found in SARS-CoV-2 variants, which are related to higher transmissibility, pathogenicity, and resistance to neutralization antibodies. Macromolecules adopt several favored conformations in solution depending on their structure and shape, determining their dynamics and function. In this study, we used a hybrid simulation method to generate intermediate structures along the six lowest frequency normal modes and sample the conformational space and characterize the structural dynamics and global motions of WT SARS-CoV-2 Mpro and 48 mutations, including mutations found in P.1, B.1.1.7, B.1.351, B.1.525 and B.1.429+B.1.427 variants\textsuperscript{3}. We tried to contribute to the elucidation of the effects of mutation in the structural dynamics of SARS-CoV-2 Mpro. A machine learning analysis was performed following the investigation regarding the influence of the K90R, P99L, P108S, and N151D mutations on the dimeric interface assembling of the SARS-CoV-2 Mpro. The parameters allowed the selection of potential structurally stable dimers, which demonstrated that some single surface aa substitutions not located at the dimeric interface (K90R, P99L, P108S, and N151D) are able to induce significant quaternary changes. Furthermore, our results demonstrated, by a Quantum Mechanics method, the influence of SARS-CoV-2 Mpro mutations on the catalytic mechanism, confirming that only one of the chains of the WT and mutant SARS-CoV-2 Mpros are prone to cleave substrates. Finally, it was also possible to identify the aa residue F140 as an important factor related to the increasing enzymatic reactivity of a significant number of SARS-CoV-2 Mpro conformations generated by the normal modes-based simulations.
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Tubulin is a protein involved in a range of cellular processes, including cell division and axonal transport, due to its ability to dynamically polymerize into microtubules, which can be modulated by small molecules, making it an attractive target for research into cancer and neurodegeneration. In addition to seven conventionally known small molecule binding sites1,2, a recent fragment screening campaign has highlighted eleven additional fragment binding sites3. Further growing of one of the fragments produced a potent tubulin polymerization modulator named Todalam4.

In this study, our first objective was to identify alternative chemotypes targeting the Todalam binding site. We conducted a virtual screening campaign that included substructure search, pharmacophore modeling, and docking. The resulting virtual hits were validated using X-ray crystallography studies and in vitro microtubule polymerization assays, leading to the identification of potent hits.

Recognizing the proximity of a cysteine residue to the native ligand's binding moiety, our second objective was to design a covalent binder targeting the Todalam site as a molecular probe to study microtubule dynamics and breakdown associated with neurodegeneration. We performed virtual screening of commercial fragment libraries, looking for fragments with reactive functional groups that could produce cysteine-targeting derivatives of potent hits found by scaffold hopping. The top-scoring virtual hits were then thoroughly filtered to ensure they could form the same protein-ligand contacts as Todalam. Their stability and orientation within the binding pocket was assessed by molecular dynamics simulations. Virtual hits were validated using X-ray crystallography studies and in vitro microtubule polymerization assays.

Our work has resulted in the identification of several novel scaffolds that bind to the Todalam binding site and modulate tubulin's polymerization. Several Cys-targeting molecules have been shown to enter the site, although further work is required to promote a covalent reaction between the ligands and the cysteine residue. This research was carried out as part of collaboration within a European ITN “TubinTrain” supported by the MSCA Horizon 2020 programme.
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Predicting protein-ligand (un)binding kinetics is of high interest for pharmaceutical research, as slow unbinding kinetics have been linked to improved drug efficacy. However, the respective rates on the order of seconds to hours are significantly beyond the capabilities of molecular dynamics simulations. To nevertheless computationally access such timescales of biomolecular complexes, we use a combination of coarse-graining system dynamics via dissipation-corrected targeted molecular dynamics simulations (dcTMD) to derive Langevin models along a suitable (un)binding reaction coordinate, and temperature-boosted Langevin equation simulations to then access the desired process timescales. Usually, the Langevin models have to be parameterized along each possible diffusion path, from which a global kinetic constant has to be calculated. We have derived a robust theoretical framework that provides the basis for these calculations, and have developed approaches for path detection based on dimensionality reduction as well as machine learning approaches. Free energies $\Delta F$ and friction factors $\Gamma$ derived via dcTMD offer complementary information on the molecular discriminants that define (un)binding rates, and while the transition state in $\Delta F$ is mostly defined by enthalpic contributions such as electrostatic interactions, $\Gamma$ surprisingly correlates with well with ligand and binding site hydration events, offering approaches to design drugs with specific kinetic profiles. Lastly, I will show how we are able to predict process kinetics on the order of several hours not only for simple model systems such as the trypsin-benzamidine complex, but for Hsp90, the streptavidin-biotin complex, as well as for GPCRs such as the A2 adenosine receptor, and give an outlook on the applicability of our approach to monitoring protein conformational transitions and obtain the accompanying rates.
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The Unfolded Protein Response (UPR) is a cellular process that helps eukaryotic cells respond to stress conditions in the endoplasmic reticulum (ER). The UPR is essential for maintaining health and preventing disease. When stress sensors on the ER membrane are activated, the UPR is initiated. The most evolutionarily conserved sensor is the membrane protein IRE1, which triggers the UPR signaling cascade by forming dimers and larger assemblies. Although IRE1 has been shown to exist as a dimer in non-stress conditions and interact with unfolded polypeptides via its luminal domain (LD), the mechanism by which the LD dimer directly binds to unfolded proteins in humans remains unknown.

Our study aimed to shed light on the early events of human IRE1α (hIRE1α) activation, specifically how the LD dimer detects unfolded proteins and propagates the signal. We used molecular dynamic (MD) simulations to investigate the stability of the LD dimer and its interactions with unfolded polypeptides at the atomic level of resolution. We used the deposited PDB structure of the human dimer and an AlphaFold prediction to explore the dynamics of the hIRE1α LD dimer.

Our findings indicated that the dimeric interface of the hIRE1α LD remained stable in solution, primarily due to the presence of four hydrogen bonds in the antiparallel beta-sheet interface and an adjacent disordered region that was captured in a folded conformation by AlphaFold. Additionally, we discovered that specific unfolded polypeptides could bind to the LD dimer surface through multiple interaction sites. This finding is in line with a previous model which postulated that peptides should bind in the central part of the dimer as in the yeast Ire1, but our simulations provide a mechanistic model for direct binding with a higher level of detail.

In conclusion, our MD simulations of the dimeric structure of the hIRE1α LD dimer demonstrated that it could constitutively form a dimer, even in the absence of ER stress. Our results also showed that specific unfolded polypeptides could stably bind to the surface of the LD dimer, even if the central groove was unable to accommodate them inside. These new findings support a model in which the direct interaction between IRE1 and unfolded proteins is a critical initial step towards the formation of clusters. Overall, our study provides new insights into the molecular mechanisms underlying IRE1 activation and may have implications for the development of therapies targeting the UPR pathway.
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NEURAL NETWORK LEARNING THE RECOGNITION DYNAMICS BY CONDENSATES

YEHOR TUCHKOV

* University of Mainz

Here we apply the variational approach for Markov processes (VAMP) to develop a deep learning framework for molecular kinetics using neural networks, dubbed VAMPnets. A VAMPnet encodes the entire mapping from molecular coordinates to Markov states and is implemented for condensate-peptide binding simulation, which is of particular interest for analysing drugs binding abilities. The method is tested for both short and long chains and the limitations of relevance of VAMP framework are deeply investigated for such trajectories.
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We investigate with numerical simulations the molecular origin of viscosity in melts of flexible and semiflexible oligomer rings in comparison to corresponding systems with linear chains. The strong increase of viscosity with ring stiffness is linked to the formation of entangled clusters which dissolve under shear. This together with an orientation of rings in shear direction lead to pronounced shear-thinning and non-Newtonian behavior. Viscosity in linear chains on the other hand is associated with entanglements between chains which also dissolve under shear. While mixtures of semiflexible rings mix under equilibrium conditions, differences in rheological properties induce separation under flow. This phenomenon has potential applications in microfluidic devices and could be used to segregate ring polymers of similar mass and chemical composition.
Glioblastoma Multiforme (GBM) is known to be by far the most aggressive brain tumor to affect adults. The median survival rate of GBM patient’s is < 15 months, while the GBM cells aggressively develop resistance to chemo- and radiotherapy with their self-renewal capacity which suggests the pressing need to develop novel preventative measures. We have recently proved that GPR17—an orphan G protein-coupled receptor—is highly expressed on the GBM cell surface and it has a vital role to play in the disease progression. Despite the progress made on GBM downregulation, there still remain difficulties in developing a promising modulator for GPR17, till date. Here, we have performed robust virtual screening combined with biased-force pulling molecular dynamic (MD) simulations to predict high-affinity GPR17 modulators followed by experimental validation. Initially, the database containing 1379 FDA-approved drugs were screened against the orthosteric binding pocket of the GPR17. The external bias-potentials were then applied to the screened hits during the MD simulations which enabled to predict a spectrum of rupture peak force values that were used to select four approved drugs – ZINC000003792417 (Sacubitril), ZINC000014210457 (Victrelis), ZINC000001536109 (Pralatrexate) and ZINC000003925861 (Vorapaxar)– as top hits. The hits selected turns out to demonstrate unique dissociation pathways, interaction pattern, and change in polar network over time. Subsequently the selected hits with GPR17 were measured by inhibiting the forskolin-stimulated cAMP accumulation in GBM cell lines, LN229 and SNB19. The ex vivo validations shows that Sacubitril drug can act as a full agonist, while Vorapaxar functions as a partial agonist for GPR17. The pEC 50 of Sacubitril was identified as 4.841 and 4.661 for LN229 and SNB19, respectively. Small interference of the RNA (siRNA)– silenced the GPR17 to further validate the targeted binding of Sacubitril with GPR17. In the current investigation, we have identified new repurposable GPR17 specific drugs which are likely to increase the opportunity to treat orphan deadly diseases.
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liposomes are an advanced delivery systems in cancer treatment\(^1\). A new generation of pH-sensitive liposomes that use fatty acids (FAs) as a trigger for drug release in tumor tissues has been introduced\(^2\). FAs are known as permeability enhancers in the intestinal epithelium\(^3\). They are also known to disrupt lipid tail packing in POPC bilayer and narrow the distance between them\(^4\). The question then arises whether FAs in liposomes might negatively affect the drug release half-life, the time it takes for the drug to circulate in the bloodstream. The passive permeability of the drug through the liposome's membrane is a crucial parameter for a timely drug release. Therefore, we investigate how two liposome parameters, i.e. the curvature and the lipid composition, affect the passive permeability. Flat bilayers and three liposomes with different diameters are simulated using coarse-grained molecular dynamics. The 23 simulated systems have varying lipid composition of dipalmitoylphosphatidylcholine (DPPC), cholesterol, and two protonated or deprotonated saturated FAs. The water permeability is determined using the counting crossings method. Moreover, two types of permeants with different free energy profile across the membrane, i.e. well and barrier, are added to the simulation to investigate the effect of the permeant’s solubility in the membrane\(^5\). A new definition for liposome permeability was used, which was introduced in our recent paper to allow for comparison with flat bilayers\(^6\).

In our simulations, curvature increases the permeability of water by reducing the membrane thickness. Water is a molecule with a single high free energy barrier in the middle of the bilayer. The two other types of permeants have a free energy profile with a mixture of wells and barriers in the headgroup region of the membrane. Unlike for water, a high curvature decreases the permeability for these two permeants. Overall, the permeability changes are limited to about 12% for the most curved membranes. Next, the composition of the liposomes is varied by incorporating FA and/or cholesterol. FAs decrease both the APL and thickness of the membrane, resulting in an increase in the permeability of all permeants. Cholesterol shows a similar effect on APL, but it has an opposite impact on the membrane thickness and permeability. FAs and cholesterol thus have an opposing effect on the permeability, where cholesterol’s effect is slightly stronger. It can be concluded that the passive drug release from a pH-sensitive liposome does not seem to be significantly affected by the presence of FAs.
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